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ABSTRACT

Segmentation of deep brain structures is a challenging
task for MRI images due to blurry structure boundaries,
small object size and irregular shapes. In this paper, we
present a new atlas-based segmentation method. It first
uses a prior spatial dependency tree to constrain the rel-
ative positions between different deep brain structures
and determine an optimal sequence for the structure-
by-structure segmentation. After positioning the struc-
tures, the segmentation result is further fine tuned by a
non-rigid registration procedure between the atlas image
and the target image using the histogram of the gradient
magnitudes lying on the structure boundaries. The pro-
posed method has been applied on a publicly available
MRI brain database and can achieve comparatively high
segmentation accuracy.

Index Terms— deep brain structure, segmentation

1. INTRODUCTION

The segmentation of brain structures in magnetic res-
onance imaging (MRI) is crucial in neuroscience with
many applications, such as mapping of functional activa-
tion onto brain anatomy, the study of brain development
and so on. However, obtaining accurate segmentation re-
sults is challenging because of the random noise, inhomo-
geneity and weak boundaries in medical images. Among
various brain structures, deep brain structures such as
the caudate nucleus (CN), the putamen (Pu) and the
thalamus (Th) play critical roles in human brain func-
tioning. However, these deep brain structures are rela-
tively harder to be segmented due to excessively blurred
boundaries and small sizes.

Atlas-based segmentation algorithms have been suc-
cessfully applied in this area [1, 2, 3, 4]. Atlas-based
method is trying to find a geometric transformation from
the pre-labeled atlas image to the target image and prop-
agate the labels of the atlas with the same transformation
to label the target image.

In this paper, we propose a novel atlas-based seg-
mentation method for deep brain structures, which is
grounded on the following two observations. First, al-
though the same structure of different subjects can have
entirely different positions, there exist some rules in the
relative positions between different structures within one
subject. Second, the histogram of the gradient magni-
tudes on the deep brain structure boundary follows a
right-skewed distribution. Based on these observations,
our method is proposed with the following distinct fea-
tures. (1) The deep brain structures are segmented in
sequence, with a prior spatial dependency tree to con-
strain their inter-relations and determine the segmenta-
tion order. Different with most of the brain segmenta-
tion methods which treat the brain volume as a whole,
we focus on one specific structure of interest each time.
This can not only greatly reduce the computational cost,
but also avoid deforming different structures in a sim-
ilar way. (2) Some statistic information describing the
shape of gradient magnitude histogram is embedded into
the energy function for refining the segmentation result.
The features of the method endow it with well-positioned
and automatic initialization, the ability to handle blurry
boundary and lessened training work for atlas building.

2. METHODOLOGY

The entire algorithm can be divided into two steps. The
first step is to locate each structure with linear transfor-
mation. The spatial dependency relations between the
deep brain structures are exploited to determine an op-
timal structure segmentation sequence and constrain the
positions of these structures. The second step is to fur-
ther refine the segmentation result using a non-rigid im-
age registration procedure.

2.1. Prior Spatial Dependency Tree

Considering only intensity information of the brain im-
age is difficult to segment the deep brain structures, as
many structures have similar intensity profiles over the
entire volume. With this concern, spatial information
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becomes crucial in differentiating structures. Through
learning from the brain database and supported by the
structure descriptions in the anatomy literatures, some
spatial dependencies of these structures can be deduced.

First of all, the ventricles (Ven) are relatively easier
to be segmented in the brain scans as it has relatively
sharp boundary and more differentiable intensity infor-
mation. Furthermore, the positions of deep brain struc-
tures have some spatial connections with Ven. There-
fore, Ven will be segmented first. With the segmented
Ven, the relative positions of the CN, Pu and Th are
subsequently constrained. The inter-structure relations
can be deduced from a widely used MRI brain image
database IBSR V2.0 1. This database includes 18 sub-
jects’ T1-weight volumetric images together with their
manual segmentations, which have been positionally nor-
malized into the Talairach orientation. Half of them (9
subjects) were used for finding the spatial relation rules.
The other half of the image volumes were used for eval-
uating the algorithm.

With the segmentation ground truth of the 9 sub-
jects, we can calculate centers of mass of the following
structures: Ven, CN, Pu and Th. With the dimension
definition of the Talairach space that X is the Left/Right
dimension, Y is the Posterior/Anterior dimension and Z
is the Inferior/Superior dimension, the centers of mass
calculated from the 9 data sets are shown in X-Y, Z-X,
Z-Y planes in Fig.1. The following rules can be easily
inferred accordingly, and some of them are supported in
the anatomy literatures.

• Along the X dimension, the distance between LPu
and RPu is the largest among the four structures.

• The Y coordinate relationship between the four
structures is CN<Pu<{Ven,Th}.

• The Z coordinate relationship between the four
structures is Pu<Th<{CN,Ven}.

A tree model is then built based on the spatial depen-
dency, as depicted in Fig.2. Generally speaking, the
higher level object is the parent (indicated by solid ar-
row) or ancestor (indicated by dashed arrow) of the lower
level objects. Thus the positions of the lower level ob-
jects will be constrained by their ancestors. The tree
model also determines the segmentation sequence, which
is proceeded from the top to the bottom. The lower level
structures will be segmented after all their ancestors have
been segmented, as such their positions can be fully con-
strained adhere to the rules.

2.2. Energy Function

The energy function for the first step is formulated
through the maximum a posteriori (MAP) method.

1http://www.cma.mgh.harvard.edu/ibsr/

Fig. 2. The tree model for the structure-by-structure seg-
mentation. Both the parent-child relationship (the solid ar-
row) and the ancestor-descendant relationship (the dashed
arrow) are shown.

Suppose L ∈ {V en, CN, Th, Pu} is the structure label,
C ∈ {CV en, CCN , CTh, CPu} is the center of mass for
each structure, and the observed intensity of the target
image is represented by Y . According to the Bayes’
theorem, we have

P (L, C|Y ) ∝ P (Y |L, C)P (L, C), (1)

P (Y |L,C) is the likelihood of the observed data given
the structure label and the center of mass. The optimal
segmentation results can be obtained by maximizing the
posteriori probability. Also given the segmentation label
L, the observed intensity Y should be independent of po-
sition of the mass center C. Then the optimal estimator
of L and C can be obtained by,

(L∗, C∗) = arg max [P (Y |L)P (L, C)]. (2)

Taking logarithm of the product and transforming maxi-
mization to minimization yield the following energy func-
tion to be minimized:

arg min Ei = arg min [−ln(P (Y |L)) − ln(P (L, C))], (3)

where i = V en, CN, Th, Pu. By using functions with
the image property dependencies implied by the proba-
bilities, similar as in [5], Equation 3 becomes

arg min Ei = arg min [Mreg(Y, L) + Mpos(L, C)]. (4)

The first term is measured by,

Mreg(Y, L) =
1

V

∑

L

|y − y|, (5)

where y is the intensity value of each voxel in the struc-
ture L, y is the average intensity within L and V is the
volume of the structure.

The second term is defined according to the prior
spatial dependency rules. Here the mass centers of Ven,
CN, Th, Pu are, respectively, represented by (vx, vy, vz),
(cx, cy, cz), (tx, ty, tz), (px, py, pz).

• LVen (RVen): Root object, no spatial constraint.

• LCN (RCN): The child object of LVen (RVen), with
a constraint on the Y dimension.

Mpos(L, C) = |cy − vy|H(cy − vy), (6)

H(.) is the Heaviside step function.
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Fig. 1. (Colour Images) Positions of the centers of mass for the left Ven(LVen) and right Ven(RVen) (red ’o’), left CN(LCN)
and right CN(RCN) (green ’+’ ), left Th(LTh) and right Th(RTh) (blue ’.’) and left Pu(LPu) and right Pu(RPu) (black ’*’)
are shown in X-Y, Z-X, Z-Y planes. The 9 sub-figures in each plane represent 9 data sets. The unit of axis is voxel.

• LTh (RTh): The child object of LCN (RCN), thus
descendant of LVen (RVen), with constraints on Y
and Z dimensions.

Mpos(L, C) =[|cy − ty|H(cy − ty) + |tz − cz|H(tz − cz)

+|tz − vz|H(tz − vz)]/n.
(7)

where n is a normalization factor. It equals to
the number of nonzero elements among the three
summed elements in the numerator.

• LPu (RPu): The child object LTh (RTh), thus de-
scendant of LVen (RVen), LCN (RCN), with con-
straints on the X, Y and Z dimensions.
For LPu:

Mpos(L, C) =[|px − vx|H(px − vx) + |px − cx|H(px − cx)

+|px − tx|H(px − tx) + |cy − py|H(cy − py)

+|py − vy|H(py − vy) + |py − ty|H(py − ty)

+|pz − tz|H(pz − tz)]/n.

(8)

and RPu:
Mpos(L, C) =[|vx − px|H(vx − px) + |cx − px|H(cx − px)

+|tx − px|H(tx − px) + |cy − py|H(cy − py)

+|py − vy|H(py − vy) + |py − ty|H(py − ty)

+|pz − tz|H(pz − tz)]/n.

(9)

With the defined energy function, the whole posi-
tioning step begins with the segmentation ground truth
for each structure of the atlas image, which serves as an
automatic initialization. The initial structure model is
deformed within the target image by the affine transform
to minimize the energy function in Equation 4. As the
segmentation is conducted structure-by-structure, each
structure will have a separate affine transformation.

2.3. Refinement With Gradient Information

After obtaining the coarse segmentation with the affine
transformation, a non-rigid registration based segmenta-
tion with B-spline transform is followed to refine the seg-
mentation result. In this step, the gradient information
on the structure boundaries is utilized for refinement.

Similar with Equation 1, we have,
P (L, G|X, Y ) ∝ P (X, Y |L, G)P (L, G), (10)

where X and Y are respectively the atlas image and the
target image, G represents the gradient information on
the structure boundary. L and G are casually indepen-
dent w.r.t. X and Y , thus

P (X, Y |L, G) = P (X, Y |L)P (X, Y |G). (11)

Similar as Section 2.1, the energy function for the
refinement step is formulated as,

arg min E =arg min [Mreg(X, Y, L)

+Mbound(X, Y, G) + Mbound(L, G)].
(12)

The first term is expressed by

Mreg(X, Y, L) =
1

V

∑

L

|y − x|, (13)

where x is the average intensity within the structure L
of the atlas image. It prefers a homogeneous structure
region within the target image with similar intensity dis-
tribution as the same structure of the atlas image.

The second term of Equation 12 is given by,
Mbound(X, Y, G) = |Gx − Gy|, (14)

where Gx and Gy are the average gradient magnitudes on
the structure boundaries of the atlas and target images.
It searches a region within the target image with similar
boundary information as the atlas image.

The third term is the gradient information given the
structure labels. It is observed from the IBSR database
that, the histogram of gradient magnitudes along the
structure boundary follows a right-skewed shape as de-
picted in Fig.3. The descriptive statistics, i.e., mean,
median and mode, can be utilized to describe the right-
skewed shape of a distribution. They obey the rule that
if the distribution is skewed to the right, the mode is
less than the median and the median is less than the
mean. Therefore, the third term of the energy function
is formulated as,
Mbound(L, G) = [|m1 − m2|H(m1 − m2)

+|m2 − m3|H(m2 − m3) + |m1 − m3|H(m1 − m3)]/n,

(15)
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Fig. 4. (Colour Images)Segmentation result of the CN (blue), Th (green) and Pu (purple) from one 3D example. Slices are
taken from the 3D volume. From the left to the right are MRI scan, segmentation ground truth and our segmentation result.

where m1, m2 and m3 are respectively the mode, me-
dian and mean of the gradient magnitudes on the struc-
ture boundary. Descriptive statistics of the gradient his-
togram on structure boundaries are utilized to refine the
segmentation results. It can alleviate the dependence on
strong edges. With the coarse segmentation result in the
first step as the starting point, the non-rigid registra-
tion with B-spline based free-form deformation (FFD) is
performed between the atlas image and the target im-
age. Through minimizing the energy function (12), the
optimal transformation relating the atlas image and the
target image can be determined. Then the labels of the
atlas image will be propagated with the obtained trans-
formation to label the target images.
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Fig. 3. The histograms of gradient magnitude on the bound-
aries of the deep structures. ((a) LCN (b) RCN (c) LTh (d)
RTh (e) LPu (f) RPu)

3. EXPERIMENTAL RESULTS

In the experiments, the proposed method was applied
on the brain database from IBSR. Among the 18 MR
scans, 9 data sets were used to deduce the spatial depen-
dency rules, the other 9 data sets were served as testing
data. In the testing set, a randomly chosen data set was
served as the atlas image with its segmentation ground
truth as atlas model, other data sets were treated as the
target images to be segmented. The L-BFGS optimizer
is utilized to optimize the energy functions in Equations
4 and 12. We implemented the algorithm with Matlab
v7.8.0, the computation time for each data pair is around
1 to 2 hours on a 3.16 GHz CPU with 3 GB memory.
The segmentation results were compared with the ex-
pert segmentations available from the IBSR database.
The extent of volume overlapping between experimental
results and the ground truth is measured by the Dice
similarity coefficient (DSC) defined as 2‖A∩B‖

‖A‖+‖B‖ , where
A and B are the compared data sets. In Table 1, we

compare the DSCs results of our methods with other re-
lated works [3, 6], which are the state-of-the-art works
using the same database as ours. As shown in Table 1,
our method shows superior performance compared with
other methods. An example of segmentation result is also
shown in Fig.4. Slices obtained from a 3D volume are
presented, together with its segmentation ground truth
and our segmentation result.
Table 1. The DSC comparison between the proposed
method and other related works.

Methods Th Pu CN
Proposed 0.84 0.80 0.78
Ref. [3] 0.60 0.49 0.54
Ref. [6] 0.77 0.70 0.65

4. CONCLUSION

In this paper, a novel segmentation method for deep
brain structures is presented. The proposed method can
achieve higher segmentation accuracy than the state-of-
the-art methods. Our method is preferable for the fol-
lowing reasons: (1) No manual initialization is neede. (2)
The spatial dependency rules can be easily inferred; (3)
Ability to handle structures with blurry boundaries; (4)
Lessened burden on training for building atlas as com-
pared with [2, 4]. These atlas-based methods usually
need sufficient training to build an atlas so as to ob-
tain improved performance. Comparatively, our method,
which only uses one randomly chosen atlas, can also
achieve competitive result.
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