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ABSTRACT

This paper proposes to use a new feature, namely ordinal fea-
ture, for image registration tasks. The ordinal features are

extracted by passing through the images through the general-

ized ordinal filter bank, which effectively encodes the spatial

information between neighboring voxels and specific micro-

structural information in the images. The ordinal feature is

integrated with the image intensity to form a two-element at-

tribute vector. Then, four dimensional mutual information is

used as the similarity measure. The experimental results show

that the proposed method is more robust than the conventional

MI-based method and the method using Gabor features. The

accuracy is comparable for the three approaches.

Index Terms— Image Registration, Ordinal Features, Multi-

dimensional Mutual Information.

1. INTRODUCTION

Multi-modal image registration plays an important role in med-

ical image analysis because complementary information can

be obtained from images acquired by different modalities.

The task of image registration is to reliably estimate the geo-

metric transformation such that two images can be precisely

aligned. Defining similarity measure has been a crucial part

in image registration. Voxel intensity-based Mutual informa-

tion (MI) [1, 2, 3] is a widely used similarity measure in image

registration tasks. However, it is also shown that the intensity-

based MI can result in being trapped at the local maximum

and thus lead to misalignment for some cases [4, 5]. The dis-

advantage of the intensity-based MI is that it does not take the

spatial information of voxel intensity distribution into consid-

eration.

Therefore, we are motivated to propose a new feature,

namely ordinal feature, for image registration task. The or-

dinal feature is extracted by using ordinal filters with differ-

ent orders so as to represent the spatial information in the

feature space. We will also show that the well-known Ga-

bor filter is a special form of the ordinal filter. The ordinal

feature is integrated with the image intensity to form a two-

element attribute vector to describe each voxel in the image.

Then, the multi-dimensional mutual information is defined as

the similarity measure in the attribute space. The proposed

method is evaluated by performing registration experiments

on four MR-CT data sets obtained from the Retrospective Im-

age Registration Evaluation project for studying both robust-

ness and accuracy. It is experimentally shown that the pro-

posed method consistently has higher success rate than the

method using Gabor features and the conventional MI while

the registration accuracy is comparable with the conventional

MI and the 4D MI based on Gabor filter responses.

The paper is organized as follows. Section 2 introduces

the concept of generalized ordinal filters and ordinal features.

Section 3 formulates the multi-dimensional MI based on the

ordinal features and the voxel intensities. Section 4 describes

the optimization procedure. Section 5 analyzes the experi-

mental results and Section 6 concludes the paper.

2. ORDINAL FEATURES

In this section, the ordinal features are introduced. The image

spatial information can be reflected by the ordinal relation-

ships among neighborhood voxels or regions in the images.

2.1. Generalized Ordinal Filters

The ordinal features are extracted by passing the input im-

ages through the ordinal filters. All the operations are per-

formed in three dimensions for the registration experiments.

However, for better illustration, we just show concepts in 2D

cases. It can be easily extended to 3D. Gabor filter is a well-

known differential filter for the comparison of neighboring

regions. Although Gabor filters are well-suited to encode lo-

cal relationships between adjacent regions, they have signifi-

cant disadvantages. Specifically, the span of the Gabor filter

is limited by the size of its sub-fields, therefore it is difficult

to capture useful information from small regions across large

distances. Balas and Sinha [6] extended the Gabor filters to

”dissociated dipoles” for non-local comparison to overcome

such disadvantage, such filter consists of an excitatory lobe

and an inhibitory lobe.
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Fig. 1. The dissociated dipole filter.

There are three important parameters controlling the shape

of the filter. (1) σ is the parameter controlling the shape and

scale of the lobe. If the lobes are selected as Gaussian filters,

σ is the standard deviation. (2) d is defined as the distance

between the centers of two lobes. It represents the target-

ing neighbor size. (3) θ controls the orientation of the filter.

It denotes the angle between the horizontal axis and the line

passing through the centers of two lobes. It ranges from 0 to

2π.

In this paper, the dissociated dipole filter is extended to the

dissociated multi-poles ordinal filters. The number of lobes is

denoted as the order of the ordinal filters. Figure 2 shows a

3rd order and a 4th order ordinal filter. The extended ordinal

filter with multiple lobes can represent more complex micro-

structures than the dipole filter. Also, using different shapes

of individual lobe, the ordinal filter can be designed to extract

different specified micro-structures from the images. The Ga-

bor filter is a special case of the ordinal filter.

(a) (b)

Fig. 2. (a) A 3rd order ordinal filter and (b) a 4th order ordi-
nal filter.

In order to make the ordinal filter effective for brain im-

age representation, there are three rules for the ordinal filter

design:

1. Each individual lobe in the ordinal filter should be a

low-pass filter in order to statistically estimate the spa-

tial information within the region of each lobe.

2. The coefficients of the each individual lobe should be

inversely proportional to its distance from the lobe cen-

ter. The usage of this constraint is to maintain the lo-

cality of the filter. In this paper, the Gaussian mask is

used as the lobe.

3. The coefficients of all lobes should be sum-to-zero so

that the ordinal filter is not biased and the entropy of

a single ordinal code is maximized. For example, in

Figure 2, the sum of all excitatory lobe coefficients is

equal to the sum of all the inhibitory lobe coefficients

for each filter.

In this paper, 24 ordinal filters are used, as shown in Fig-

ure 3. The Gaussian parameter is set to σ = π
2 . The inter-pole

distances are d = 8, 12, 16, and 20 for the 2nd order and 4th

order ordinal filters, and d = 4, 8, 12, and 16 for the 3rd order

ordinal filters. For the 2nd and 3rd order ordinal filters, the

orientations are 0 and π
2 , for the 4th order ordinal filters, the

orientations are 0 and π
4 .

Fig. 3. The 24 ordinal filters used in the experiments.

2.2. Construction of the Ordinal Feature Map and the
Optimization

After passing the images through the ordinal filter bank de-

fined in Section 2.1, each voxel is now represented as a 24-

dimensional vector. However, for the current ordinal feature

set, there is much redundant information. In order to remove

such redundant information, K-Means clustering technique

[7] is performed to form cluster centers in the feature space.

In the experiments, the number of cluster centers was set to
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32. After the cluster centers are formed, each voxel is la-

beled by the cluster center, which is the closest center to its

corresponding 24-dimensional vector so that the final ordinal

feature map is formed.

3. MULTI-DIMENSIONAL MUTUAL INFORMATION

As we have discussed above, the ordinal feature map encodes

the spatial information between neighboring voxels and the

properties of specified micro-structures in the images. The

feature is then associated with voxel intensity to form a two-

element attribute vector for registration. The multi-dimensional

(4D, in this paper) mutual information (MI) is defined as the

similarity measure.

Suppose Ir and If are the intensity domains of the refer-

ence and floating images respectively obtained from the same

or different acquisitions. Their corresponding ordinal feature

maps are denoted as Mr and Mf . Given a rigid transforma-

tion T , the 4D joint histogram ht (If ,Mf , Ir,Mr) over the

sampling set V 3 is approximated by histogramming [8] in this

paper because of computational efficiency. The trilinear par-

tial volume interpolation [2] is adopted to achieve sub-voxel

accuracy. The 4D mutual information is defined as,

MI-4D(T ) =
∑

If ,Mf ,Ir,Mr

A · B, (1)

where A is given as,

A = pT (If ,Mf , Ir,Mr) , (2)

and B is defined as,

B = log2

pT (If ,Mf , Ir,Mr)
pT (If ,Mf) · pT (Ir,Mr)

. (3)

4. OPTIMIZATION OF 4D-MI

In the proposed approach, the optimal transformation T̂ can

be estimated by,

T̂ = arg max
T

MI-4D(T ). (4)

The value of the 4D MI is maximized by using the Pow-

ell’s method [9]. The Powell’s method searches for the maxi-

mum value of 4D MI iteratively along each parameter axis T
while other parameters are kept constant. In the experiments,

the search step ∂T was set to 0.02 mm for the translation

parameters along X , Y and Z axes and 0.2 degrees for the

rotation parameters about X , Y and Z axes.

5. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method in terms

of the registration robustness and accuracy, a series of ran-

domized experiments have been designed. The proposed method

has also been compared with the conventional intensity-based

MI method and the Gabor filter based method. For the Ga-

bor filter based method, the process of generating the feature

map is the same as the ordinal features, and the 4D MI is

used as similarity measures. In this paper, the input images

were passed through 16 Gabor filters with center frequencies:

F = 2.00, 3.17, 5.04 and 8.00 and oriented at angles of 0, 45,

90, 135 degrees to achieve optimal coverage in the Fourier

domain. Four pairs of CT and MR image volumes were ob-

tained from the Retrospective Image Registration Evaluation

project. One of the pairs of 2D CT and MR image slices is

shown in Figure 4. In this paper, the number of histogram

bins are set to be 64.

Fig. 4. One pair of 2D CT and MR image slices.

In the experiments, the CT images were chosen as the ref-

erence images while MR images were chosen as the floating

images. For each pre-obtained ground truth registration MR-

CT pairs, it was perturbed by six uniformly distributed ran-

dom offsets for all translational and rotational axes. The per-

turbed image pairs were used as the starting alignment. For

each MR-CT pair, the experiment was repeated 100 times.

The random offsets for the translational parameters along X
and Y axes were drawn between [-150,150] mm, and be-

tween [-70,70] mm along Z axis. The rotational random off-

sets for X , Y and Z axes were drawn between [-20,20] de-

grees. The root-sum-square of the differences for three trans-

lational axes was computed as the translation errors. The rota-

tional errors were measured by the real part of the quaternion.

The threshold vector for assessing registration success was set

to (2mm, 2◦) because registration errors below 2mm and 2◦

are generally acceptable by experienced clinicians [10, 11].

The registration success rates for the proposed method, con-

ventional MI and the Gabor filter based method for the afore-

mentioned four MR-CT datasets (#1, #2, #3 and #4) are listed

in Table 1

As it is shown in the table, the proposed method has higher

success rate than the conventional intensity based MI and the

Gabor feature based approach as the ordinal features embed

spatial information and micro-structural characteristics of the

images and it has the advantage of capturing useful informa-
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Testing MI Gabor Features, 4D-MI Ordinal Features, 4D-MI

dataset SR SR SR

#1 68% 74% 84%
#2 61% 83% 90%
#3 65% 81% 92%
#4 74% 78% 83%

Table 1. Success rates of the conventional MI, Gabor Feature based ap-

proach and the proposed approach. SR = Success Rates.

tion from small regions across different scales over the Gabor

filters.

To further compare the registration accuracy among the

proposed method, Gabor feature based method and the con-

ventional intensity based MI approach, the mean value and

standard deviation of the registration errors in the successful

registrations in all four MR-CT pairs for both methods were

calculated, as listed in Tables 2 and 3.

Method Translation (10−3mm)

Δtx Δty Δtz
MI 0.82±0.86 1.03±0.38 -0.82±0.73

Gabor Features, 4D-MI 0.65±0.96 -1.15±0.22 -1.03±0.88

Ordinal Features, 4D-MI 1.15±0.62 0.95±0.57 -1.25±0.40

Table 2. Registration accuracy in translation for the conventional MI ap-

proach, Gabor feature based method and the proposed approach.

Method Translation (10−3degree)

Δθx Δθy Δθz

MI -0.75±0.82 0.74±1.13 0.93±1.37

Gabor Features, 4D-MI -0.91±1.06 -0.42±0.87 1.21±0.79

Ordinal Features, 4D-MI -1.16±0.80 0.63±1.08 0.77±1.41

Table 3. Registration accuracy in rotation for the conventional MI ap-

proach, Gabor feature based method and the proposed approach.

Tables 2 and 3 show that the registration accuracy of the

proposed method is comparable with the Gabor feature based

method and the conventional intensity based MI method. How-

ever, we should bear in mind that the number of the successful

registrations of the proposed method is significantly higher

than the Gabor feature based method and the conventional

intensity-based MI method as illustrated in Table 1. It is also

shown that the registration accuracy of the proposed method

can reach the precise level of 10−3 mm in average for the

successful registration cases, thought the 2 mm threshold is

used.

The computation time for the proposed method is about

3 minutes for each testing case, compared with the running

time of about 1 minute for the conventional MI method.

6. CONCLUSION

In this paper, a new feature, called ordinal features, is pro-

posed for multi-modal image registration task. The ordinal fil-

ter is more general than the Gabor filter as it can capture local

information from different regions across large scales. The

ordinal feature map of an input image is obtained by passing

the image through the designed ordinal filter bank, perform-

ing K-Means clustering, and finally assigning the voxel with

the label of the closest cluster center. In this paper, the 2nd,

3rd and 4th order ordinal filters are used as the filter bank, and

the Gaussian mask is used as the individual lobe. Then, the

4D MI is exploited as the similarity measure by integrating

the ordinal feature map with the voxel intensity for rigid reg-

istration. Experimental results show that the proposed method

has higher success rate than the Gabor feature based method

and the conventional MI method while the registration accu-

racy is comparable with the two compared methods. The fu-

ture directions are that the shape of the individual lobe for

each filter can be further extended to better fit the registration

task, and higher order ordinal filters can also be adopted.
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