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Abstract

Applying information reirieval techniques to the
World Wide Web (WWW) environment is a unique
challenge, mostly because of its hypertezi/hypermedia
nature and the richness of the meta-information 4t
provides. We present four keyword-based search and
ranking algorithms for locating relevant WWW pages
with respect to user queries. The first algorithm,
Boolean Spreading Activation, extends the notion of
word occurrence in Boolean retrieval model by prop-
agating the occurrence of a query word in a page to
other pages linked to it. The second algorithm, Most-
cited, uses the number of citing hyperlinks between po-
tentially relevant WWW pages to increase the rele-
vance scores of the referenced pages over the referenc-
ing pages. The third algorithm, TFzIDF vector space
model, is based on word distribution statistics. The
last algorithm, Vector Spreading Activation, combines
TFeIDF with the spreading activation model. We con-
ducted an ezperiment to evaluate the retrieval effec-
tiveness of these algorithms. From the results of the
experiment, we draw conclusions regarding the nature
of the WWW environment with respect to document
ranking strategies.

1 Introduction
The World Wide Web (WWW) [4] has become one

of the fastest growing applications on the Internet to-
day. Its popularity can be attributed mainly to its
uniform access method for various network informa-
tion services and its hypermedia support which links
a wide range of multimedia data physically distributed
all around the world into a single gigantic virtual
database. WWW also provides a powerful and easy
to setup medium for almost any user on the Internet
to disseminate information. More and more informa-
tion has become available online through WWW, from
personal data to scientific reports to up-to-the-minute
satellite images. This information explosion leads to a
problem commonly known as resource discovery prob-
lem [14]. In order to find interesting WWW pages, a
user has to browse through many WWW sites. This
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is a very time consuming process.

Methods to relief the users from this information
overflow problem have been explored by others, from
creating a special Usenet [8] newsgroup® for announc-
ing new WWW sites, to sharing personal hotlists (ac-
cessible from the owner’s home pages), compiled lists
and catalogs, to searchable full-text index databases.
In this paper, we present a WWW index server de-
signed to help users locate WWW pages using key-
word search. Based on how the index is built, there
are two categories of WWW searchable index servers,
namely manually generated index servers and robot
generated index servers.

Among the well known manually built index servers
are Yahoo? and Elnet Galaxy.® The main advantage
of manual indexing is that Web pages can be orga-
nized, hierarchically or otherwise, by subject, such as
the subject tree structure in Yahoo and Elnet Galaxy.
Of course, such categorizations are subjective and may
be biased to the maintainer’s knowledge and back-
ground. A slightly different scheme of manually gen-
erated index system is the one used by the Global
Online Directory (GOLD*), among others, which al-
lows any user to add an entry (a pointer to a Web page
along with other information) into the index database.
Similar to the above scheme is that of Archie-like
Web server (ALIWEB®) [7]. Instead of users regis-
tering their WWW pages, ALIWEB retrieves index
data from each of the participating WWW servers.
This index data is prepared manually by the respective
WWW server maintainers in a standard text format
containing the description of information provided by
the servers.

Our index server falls into the category of robot-
generated index servers. Robot-based indexing is
faster and more comprehensive than manual index-

1 comp.infosystems. www. announce newsgroup.
2(http://www.yahoo.com/).

3 (http://galaxy.einet.net /).

4 (http://www.gold.net/gold/).

5 (http:/ /web.nexor.co.uk/public/aliweb/aliweb.html).



Figure 1: Multiserver organization and query routing,.

ing and, since it is automated, it is easy to update the
index as often as necessary. We discuss some of the
robot-based index servers on the Internet in the last
section of this paper.

Our WWW index server® takes a query from a user
and returns a list of URL’s (Uniform Resource Loca-
tors [1] or WWW page addresses) along with their
titles, ranked by relevance score. Hyphens may be
used to specify phrases so that the search algorithm
only searches for occurrences of words in the same
word ordering as they are in the phrase. For exam-
ple, the query “computer-science” matches only pages
containing the word “computer” immediately followed
by the word “science”. Our index server also allows a
user to save a query, along with an optional single-line
comment, on the server so that other users can share
his/her discovery. Saved queries are stored in a list
of clickable query statements. By clicking on one of
these statements, a user can resubmit the query to the
index server.

The index server is a key component of the Dis-
tributed World Wide Web Index and Search Engine
(D-WISE) project, which is being conducted at the
Hong Kong University of Science and Technology. Fig-
ure 1 illustrates the global architecture of D-WISE,
where an index server covers a number of WWW sites
belonging to a group based on geographical location,
institution or other categories. For instance, the index
server currently operational covers most of the sites in
Hong Kong; similar index servers may be developed for
a particular institution (e.g:, covering all of the NASA
sites). Each of such servers reports to one or more spe-
cial servers, called the brokers. A broker maintains a
catalog of meta-information which describes the top-
ics covered by each of the index servers. A user client
can send a query to one of the brokers. The broker
then redirects the query to the index server which can
potentially provide the best answer. This approach
is similar to that of other server indexing methods

8The WWW index server currently covers most WWW
servers in Hong Kong, and is publicly accessible at
(http://www.cs.ust.hk/cgi-bin/IndexServer).

165

V. uery ' search
ulser us;:fr result engine
client interfae ———i

I ] :
hyperlink

data

index
database

indexer
robot

saqu
queries

Figure 2: The WWW index server architecture.

such as GLOSS [6]. The ernphasis of D-WISE is more
on the schemes for meta-data exchange between index
servers and brokers, and for automatic index server
categorization. The detail of D-WISE is beyond the
scope of this paper. In this paper, we describe the de-
sign and implementation of WISE, the index server,
as a stand-alone system.

It is worth noting that our goal is not to replace
browsing with keyword search, but to supplement it.
We believe that browsing is an intuitive and appeal-
ing paradigm for accessing information. However,
the search paradigm can bring the user closer to po-
tentially relevant sites or pages quickly, from which
browsing can be used to further explore interesting
sites or pages in the neighborhood. The objective of
this paper 1s to explore and evaluate several different
search strategies, including new ones which are de-
signed to take advantage of hyperlink and other meta-
information specific to the WWW environment.

The rest of the report is organized as follows. In
section 2, we describe the design of our index server
in general. Section 3 presents the search algorithms
in detail. Section 4 discusses the experiment we con-
ducted to evaluate the search algorithms. Finally, in
section 5 we discuss the conclusions drawn from the
results of the experiment, plans for future study, and
some comparisons with other WWW index servers,

2 System Description

Our WWW index server consists of two main com-
ponents: an indexer robot and a search engine. Figure
2 illustrates the system architecture.

2.1 Indexer Robot

The indexer robot is an autonomous WWW
browser which communicates with WWW servers us-
ing HTTP (Hypertext Transfer Protocol [2]). It visits



a given WWW site, traverses hyperlinks in a breadth-
first manner, retrieves WWW pages, extracts key-
words and hyperlink data from the pages, and inserts
the keywords and hyperlink data into an index.

The index consists of a page-ID table, a keyword-ID
table, a page-title table, a page modification-date ta-
ble, a hyperlink table, and two index tables, namely,
an inverted index and a forward index. The page-
ID table maps each URL to a unique page-ID. The
keyword-ID table maps each keyword to a unique
keyword-ID. The page-title table maps every page-ID
to the page’s title. The page modification-date table
maps every page-ID to the date when the page was
last visited by the indexer robot. The hyperlink ta-
ble maps each page-ID with two arrays of page-ID’s,
one array representing a list of pages referencing the
page (incoming hyperlinks) and the other array repre-
senting a list of pages referenced by the page (outgo-
ing hyperlinks). The inverted index table maps each
keyword-ID to an array of (page-ID, word-position)
pairs, each of which represents a page containing the
keyword and the position of the word (order num-
ber) in the page. This word-position information is
used in phrase searches mentioned in the introduc-
tion. Such information may also be useful for search
strategies which take into account the distances be-
tween keywords. In this study, we do not investigate
such strategies. The forward-index table maps a page-
ID to an array of keyword-ID’s representing keywords
contained in the page. To obtain a fast access speed,
hashing method is used to index each of these tables
on the page-ID or keyword-ID attribute. The decision
to store the index in separate tables instead of two
large tables, one indexed by page-ID and the other in-
dexed by keyword-ID, was based on its ease of main-
tenance and modularity. Moreover, the objective of
this project is to develop algorithms that would work
best in the WWW environment in terms of precision
and recall. Thus, efficiency is not a primary concern
at this stage of the project.

In extracting the keywords, we exclude high-
frequency function words (stop-words), numbers, com-
puter specific identifiers such as file-names, file direc-
tory paths, email addresses, network host names, and
HTML (Hypertext Markup Language [3]) tags. To
reduce storage overhead, the indexer robot only in-
dexes words enclosed by HTML tags indicating tokens
such as page titles, headings, hyperlink anchor names,
words in bold-face, words in italic, and words in the
first sentence of every list item. We assume that a
WWW author will use these tags only on important
sentences or words in his/her WWW pages. Thus,
these words make good page identifiers. This is one of
the advantages of adopting SGML (Standard General
Markup Language), of which HTML is a subset. Of
course, there may be other important words which are
not enclosed by any of the above HTML tags. Words
chosen as keywords are then stemmed by removing
their suffices.

Resources using protocols other than HTTP (FTP,
Gopher, Telnet, etc.) or in formats other than HTML
text file (non-inline image, sound, video, binary, and
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other text files), click-able image maps, and CGI
scripts are indexed by the anchor texts referencing
them.

Periodic maintenance of the index files is performed
bi-weekly by the indexer robot. First, the indexer
robot checks the validity of every URL entry in the
database by sending a special request to the WWW
server containing the page to check whether the page
has been modified since the time it was last accessed
by the indexer robot. This special request, known as
HEAD request, is a feature supported by HTTP. Non-
routine index maintenance is also supported. This is
performed at night in response to user requests re-
ceived during the day to index new pages (URL’s) or
re-index updated pages. Such user requests are fa-
cilitated by an electronic form provided by the index
sServer.

Our indexer robot has the capability of detecting
looping paths, e.g., those caused by Unix symbolic
links, and does not visit the same page more than once
unless the page has been modified since the time it was
last visited by the robot. The latter is made possible
by supplying the last access date and time into the
HTTP request.” As specified in the HTTP specifi-
cation [2], the remote WWW server will not send the
page content in response to the request if the page has
not been modified since the specified time. Further-
more, the robot will not even send an HTTP request
if the page was last accessed within the last 24 hours.
This is to prevent the robot from sending more than
one HTTP requests for the same page during a main-
tenance batch. To prevent the robot from endlessly
roaming around from one server to the next, the robot
accesses page at one site at a time and only references
within the same site domain as that of the referenc-
ing page are traversed. Finally, the robot supports the
proposed standard for robot exclusion® which prevents
the robot from accessing places where, for various rea-
sons, 1t 1s not welcome.

The indexer robot and the WWW robot is written
in the C language. All index files are implemented us-
ing t[h]e GNU GDBM Database Manager library pack-
age [9].

2.2 Search Engine

The user interface to the search engine is a HTML
form which can be invoked by standard WWW clients
such as Mosaic and Netscape. The user types in the
keywords and clicks on a submit button to send the
query to the search engine.

Upon receiving a query, the search engine executes
one of the ranking algorithms on the index database
and produces a ranked list of URL’s, from which the
user can access the physical pages. Since the index
database contains all of the information needed for
ranking, the ranking process does not have to access
to any WWW pages physically. If desired, the user

"Using the If-Modified-Since request header field.

8 (http:/ /info.webcrawler.com/mak/projects/robots/norobots.
html).



can specify the maximum number of URL’s to return
and the ranking algorithm to use, instead of using the
default setting. We discuss the ranking algorithms in
detail in the next section.

It is clear that it is infeasible to search the WWW
pages directly to compute the relevance scores with-
out the help of the index. However, maintaining the
currency of the index is a problem. We consider this
a necessary tradeoff between speed and timeliness of
the results. An immediate solution is to increase the
frequency of index rebuild (notice that only the part of
the index updated needs to be rebuilt). We are inves-
tigating within the D-WISE project efficient ways of
organizing the index to facilitate detection of updates
and reorganization in 3 WWW server.

The search engine and its gateway mechanism run
as CGI scripts (external programs executable by a
WWW server on behalf of WWW clients using a stan-
dard mechanism called Common Gateway Interface).
These scripts are written in C code. Our current server
is running under NCSA HTTPD version 1.3 WWW
server.

3 Ranking Algorithms

In this paper, we explore four ranking algorithms,
namely, (1) Boolean Spreading Activation, (2) Most-
cited, (3) TFxIDF, and (4) Vector Spreading Activa-
tion. The first two algorithms rely on WWW meta-
information, namely, the hyperlink structure, for rank-
ing the WWW pages without considering term fre-
quencies. The TFxIDF method is based on word oc-
currence statistics [12], whereas the Vector Spreading
Activation method makes use of both word occurrence
statistics and the hyperlink structure in ranking:

3.1 Terminology and Notations

In the WWW environment, a document is com-
monly referred to as a WWW page. In this paper, we
use the term page and document interchangeably. The
following notations are used in the rest of this paper.

M the number of query words.

Q; th«; j-th query word, for (1 < j <
M).

N the number of WWW pages in the
index database.

P; the i-th WWW page or its ID num-
ber for 1 < i< N.

R;, the relevance score of P; with respect
to query q.

Li; the occurrence of an incoming hyper-
link from Pj to P;, where Li;; =
1 if such a hyperlink exists, or 0
otherwise.

Lo; the occurrence of an outgoing hyper-
link from P; to Py, where Lo;; =
1 if such a hyperlink exists, or 0
otherwise.

Ci; occurrence of @; in P;, where Cj ; =

1 if P; contains @, or 0 otherwise.
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3.2 Description of the Algorithms
3.2.1 Boolean Spreading Activation

This algorithm is based on the Boolean retrieval
model, where retrieval is based solely on the occur-
rence or absence of keywords in the documents. We
extend the Boolean model so that documents can be
ranked based on the number of query words they con-
tain. This strategy can be considered as a simple fuzzy
set retrieval model in contrast to the rigorous set mem-
bership of the Boolean retrieval model. Mcre formally,
document i is assigned a relevance score, R; 4, with re-
spect to query ¢ as follows.

‘M
Rig=) Cij (1)
i=1

Notice that term frequency is not used in the formula.
It is assumed that the query does not contain any dis-
Junctions nor negations. Disjunctions can be removed
by normalization or splitting the query into separate
conjunctive clauses. Negations can be removed by dis-
qualifying all documents containing the negated terms
prior to the ranking.

The Boolean Spreading Activation algorithm ex-
tends this strategy by propagating the occurrence of
a query word in a document to its neighboring docu-
ments. This is possible in the WWW environment
because a document can have hyperlink(s) to/from
one or more other document(s), forming a network
of documents. We assume that if two documents are
linked to one another there must be some semantic re-
lation(s) between the two. In other words, document
P; which does not contain query word @); but is linked
to another document P containing @Q); is treated as if
it contains ;. However, we assign P; with a smaller
score than if it actually contained @;. For each WWW
page P;, the algorithm assigns a relevance score with
respect to query ¢ as follows.

M
Rig=) L ()
j=1

where I; ; is defined as:

a ifCi;=1

.= ¢y if there exists k such that

2 Crj=1and Li; p + Loj . >0
0 otherwise

¢; and cy are constants (c1,cg > 0) where ¢; > ca.
The algorithm is not sensitive to the values of these
two constants. We prove this point empirically in the
next section. In the implementation, we use ¢; = 10
and ¢z = 1.



3.2.2 Most-cited

As with Boolean Spreading Activation, this algorithm
takes advantage of information about hyperlinks be-
tween WWW pages. Each page is assigned a relevance
score which is the sum of the number of query words
contained in other pages citing, or having a hyperlink
referring to, the page. More formally, the relevance
score of page P; with respect to query ¢ is defined as:

N
Rig= Y (Lisg

k=1,k#i

M
Y Cri) (3)
j=1

The objective of this algorithm is to assign, among
potentially relevant documents, larger scores to the
referenced documents than to the referencing docu-
ments.

3.2.3 TFxIDF

The TFxIDF algorithm is based on the well known
vector space model [12], which typically uses the cosine
of the angle between the document and query vectors
in a multi-dimensional space as the similarity measure.
As described in [13], vector-length normalization can
be applied when computing the relevance score, R; g,
of page P; with respect to query g¢:

TF; ;
N S term;eq(0-5 + 0.5 7m0 ) IDF;

1,9 = T
Vterm,ep, (05 +0.575P )2 (IDF )2

where:
TF;; the term frequency of Q; in P;
TF; max the maximum term frequency of a
keyword in P;
N
IDF; log(N/ 52, Cij)

Generally speaking, the relevance score of a document
is the sum of the weights of the query terms that ap-
pear in the document, normalized by the Euclidean
vector length of the document. The weight of a term
is a function of the word’s occurrence frequency (also
called the term frequency) in the document and the
number of documents containing the word in the col-
lection (i.e., the inverse document frequency). This
weighting function gives higher weights to terms which
occur frequently in a small set of the documents.

The full vector space model is very expensive to
implement, because the normalization factor is very
expensive to compute. In our TFxIDF algorithm, the
normalization factor is not used. That is, the relevance
score 1s computed by:

TF;
Rig= Y (0.5+0.5§:—’—’)IDF]~

Fi,maz

®)

term;€q
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In the next section, we show empirically that this
simplified method works better in the WWW environ-
ment than the vector space model with vector-length
normalization.

3.3 Vector Spreading Activation

This algorithm combines the vector space model
and spreading activation model. In this algorithm,
each document is first assigned a relevance score us-
ing TFXIDF algorithm, then the score of a document
1s propagated to the documents it references. More
formally, the algorithm assigns a relevance score to
page P; with respect to query g as follows.

N
Rig=Sig+ Y aLi;-Sj,

j=1i#i

(6)

where S;, is the TFXIDF score of P; as defined in
equation 5. « (0 < o < 1) is a constant link weight.
Through an experiment (discussed in the next sec-
tion), we found that 0.2 is the optimal value of «.

4 Retrieval Effectiveness

We evaluated the four algorithms on an index
database covering pages at the Chinese University of
Hong Kong (CUHK.HK domain). CUHK site was cho-
sen because of its reasonable size and it has a diverse
collection of information provided by the university’s
various departments, from the fields of humanity to
engineering. We froze the entire WWW collection by
copying all of the WWW pages from the site to a local
disk. This was done on April 26, 1995. We recorded
2393 WWW pages including 1139 non-HTML pages
(non-inline image, sound, video, click-able map, CGI
script, and other text files). We then built an index
from the full-text collection as described before.

56 test queries® were used. The test queries were
generated as follows. First, we selected at random
100 WWW pages from the collection. Of these 100
pages, we removed pages of directory type (indices,
catalogs, hotlists, tables of contents, etc.) and non-
HTML pages, resulting in 56 pages. Next, for each of
these 56 pages, we manually extracted keywords from
it, selected keywords which can be used to construct
a phrase representing the central concept (topic) of
the page, and constructed a query from that phrase.
Boolean OR operators, along with scope markers, were
used in the queries to specify synonyms.

Given a query, the judgment on whether a WWW
page is relevant or not is somewhat ambiguous, as it
is very subjective and may vary across users. For this
evaluation, we define relevance in the context of re-
source discovery, i.e., a WWW page is considered rel-
evant to a query if, by accessing the page, the user can
find a resource address (URL) containing information
pertinent to the query, or if the page itself is such a

9The test queries are listed in the Appendix of a report ac-
cessible at (http://dbx.cs.ust.hk:8000/doc/wwwindex.ps).
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Figure 3: Recall-precision curve for each of the four
search algorithms obtained by averaging the curves
over the 56 test queries.

resource. We manually examined the entire collection
to identify the relevant WWW pages for each query.

We used the standard evaluation procedure [12] to
compute the average interpolated recall /precision for
each of the algorithms. The recall/precision curves are
shown in figure 3. The high average precision obtained
in this experiment is attributed to the query construc-
tion procedure which guarantees that each query has
at least one highly relevant document. Figure 3 shows
that Vector Spreading Activation has the best retrieval
performance, followed by TFxIDF, Boolean Spreading
Activation and Most-cited.

As mentioned in the previous section, we also con-
ducted an experiment using the same 56 test queries to
see whether vector-length normalization (see equation
4) could improve the retrieval effectiveness of TFx-
IDF. Figure 4 shows the recall-precision of TFxIDF
with and without such a normalization. According to
Salton and Buckley [13], vector-length normalization
typically does not work well for short documents. This
is consistent with our result since the average page
length in the test collection is only 48.11 words (not
including stop words and other words removed during
the indexing process). It may be the case that vector-
length normalization, in general, does not work for
documents where the size of a segment with a coher-
ent topic is small, e.g., a few sentences. In a WWW
environment, it is common that a topic is only rep-
resented in a page by a hypertext anchor (click-able
phrase).
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Figure 4: Recall-precision curve for TFXIDF with and
without vector-length normalization obtained by av-
eraging the curves over the 56 test queries.

To evaluate the sensitivity of Boolean Spread-
ing Activation and Vector Spreading Activation algo-
rithms to the choice of parameter values used, we con-
ducted performance evaluation similar to the above on
a range of parameter values.

Figure 5 shows the recall-precision curves of
Boolean Spreading Activation on the 56 test queries
using a number of ¢; and ¢; value combinations (see
equation 2). By setting co equals 0, that is by dis-
abling the spreading activation effect, we obtained
the retrieval effectiveness of the fuzzy set retrieval
model (see equation 1). Enabling the spreading ac-
tivation effect by setting 0 < ¢» < c¢; improved the
algorithm’s recall. The algorithm produced the same
recall-precision curve for (c1, ¢2) combinations of (2,1),
(5,1), (10,1) and (10,5). Poor retrieval effectiveness re-
sulted when ¢, was set equal to ¢z, in which case many
pages with various degrees of actual relevance had the
same relevance score.

Figure 6 shows the recall-precision curves of Vector
Spreading Activation on the 56 test queries with a pa-
rameter value of 0.0 (TFxIDF without the spreading
activation effect), 0.1, 0.2, 0.3, 0.4 and 0.5 (see equa-
tion 6). The best retrieval performance was achieved
with a equals 0.2.
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Figure 5: Recall-precision curves of Boolean Spread-
ing Activation algorithm on the 56 test queries with
(c1, ¢2) value pairs of (1,0), (2,1) and (1,1).
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Figure 6: Recall-precision curves of Vector Spreading
Activation algorithm on the 56 test queries with o

value of 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5.
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5 Discussion and Future Work
5.1

The results of the experiment in Section 4 provide
us with some hints on the nature of WWW informa-
tion retrieval environment. The relatively superior re-
trieval effectiveness of TFXIDF and Vector Spreading
Activation search algorithms shows that the concen-
tration or distribution of words in a WWW page and
across WWW pages is a good indicator of the page’s
contents or portions thereof. Algorithms which rely
on meta-information such as hyperlinks information,
while intuitive, did not perform as well. This shows
that the interconnectivity between WWW pages is not
a reliable indicator of semantic relationships between
the contents of the linked pages. The poor overall
performances of these ranking algorithms may also be
attributed to the fact that many WWW pages con-
tain many different and unrelated topics in a single
page. This is true for many home pages, index pages,
what’s-new pages, hotlist, directory and catalog pages
which occur frequently in the WWW environment. It
is worth noting that, since most of the test queries
are phrases taken out from actual pages with some
synonyms added, all of the algorithms showed good
recalls.

Conclusion

5.2 Other Index Servers

There are many robot-based WWW index and
search services on the Internet today.!® However,
among the well known robots, only a few employ full-
text indexing, e.g., WebCrawler!! [11], the Repository
Based Software Engineering Project Spider'? (RBSE)
[5], and Lycos.!® Other services index only page ti-
tles and first level headings (e.g., JumpStation!*), or
titles, headings and anchor hypertexts (e.g., World
Wide Web Worm or WWWW!5). Our indexer robot
takes other HTML tokens such as words in bold-face
or italics, the first sentence of every list item, in addi-
tion to titles, all-level headings and anchor hypertexts.
Our scheme is a balance between full-text and title-
only schemes by taking advantage of HTML meta-
information as much as possible. On a WWW page
containing mostly lists such as an index page, our
scheme extracts nearly as much words as a full-text
scheme.

Not many index servers use sophisticated infor-
mation retrieval models beyond a simple Boolean
model or pattern matching based on Unix egrep (e.g.,
WWWW), with exception of the RBSE, the We-
bCrawler, and Lycos. The RBSE uses WAIS search

A list of WWW robots can be found at
(http://info.webcrawler.com/mak/projects/robots/active.html).

11 (http://webcrawler.cs.washington.edu/ WebCrawler/Home.
html).

12 (http:/ /rbse.jsc.nasa.gov/eichmann /urlsearch.html).

3 (http://lycos.cs.cmu.edu/).

1*(http://www.stir.ac.uk/jsbin/js).

15 (http://www.cs.colorado.edu/home/mcbryan/ WWWW.
html)



engine which ranks WWW pages based on the occur-
rence frequencies or term frequency (TF) of the query
words [10]. The WebCrawler and Lycos, as with our
index server, rank the pages based on term frequency
and inverse document frequency (TFxIDF). As of this
writing, we are not aware of any attempt to quantita-
tively measure the retrieval effectiveness of search al-
gorithms in the WWW environment as in the present
work.

5.3 Future Work

As part of an on-going research project, our next
step in developing the WWW index server is to study
the effectiveness of other information retrieval tech-
niques, including relevance feedback and sophisticated
user interface techniques. We are also working on de-
veloping methods based word distribution statistics,
which has been proven useful in this paper, for au-
tomatic catalog generation, index database compres-
sion/summarization and multi-server indexing.
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