
INTRODUCTION

In recent years peer-to-peer (P2P) systems have
seen enormous success and rich developments
over the Internet. Typical applications include
file sharing, streaming, Internet telephony, and
overlay routing. According to CacheLogic
Research, in 2006 P2P traffic accounted for over
72 percent of Internet traffic that year.

In P2P systems cooperative peers self-orga-
nize themselves into overlay networks and store
or relay data for each other. Many P2P systems
work on the assumption of truthful cooperation
among peers. However, in the open environment
of the Internet, some participating peers may
not cooperate as desired. They may be selfish
and unwilling to upload data to others, or they
may have abnormal actions such as frequent
rebooting that adversely affect their neighbors.
More seriously, some peers may launch attacks
to disrupt service or distribute viruses in the
overlay network. We call all these uncoopera-
tive, abnormal, or attacking behaviors malicious
actions and the associated peers malicious peers.

Malicious peers may seriously degrade the
performance of P2P networks. Liang et al. have
tracked several attacking behavior in practical
P2P file sharing systems [1]. They find that more
than 50 percent of copies of popular songs in
KaZaa are polluted, meaning that the content
downloaded from the network is different from
the downloader’s expectation (e.g., the content is
corrupt and cannot be played, or the content is a
different song from the search index metadata).
Their study also shows that both structured and

unstructured P2P file sharing systems are highly
vulnerable if attackers insert massive bogus
records to poison search indexes.

To detect malicious peers or reward well
behaved ones, a reputation system is often used.
In a typical reputation system each peer is
assigned a reputation value according to its per-
formance history. Differentiated services are
then provided to peers according to their reputa-
tion. While the basic idea is simple, a practical
system design is not easy. Generally, a P2P repu-
tation system consists of three functional compo-
nents [2]: collecting information on peer
behavior, scoring and ranking peers, and
responding based on peers’ scores. All these
components are nontrivial, especially given the
following consideration:
• Scalability: A large P2P network may have

hundreds of thousands of peers. For exam-
ple, Skype has several million online users.
A reputation system should be highly scal-
able in terms of peer number.

• Adaption to peer dynamics: Peers may join
or leave at any time. If reputation informa-
tion is maintained at peers, peer leaving
may lead to information loss. A robust rep-
utation system should take peer dynamics
into account.

• Security: Malicious peers may endeavor to
break down the reputation system so that
they can conduct malicious actions without
being detected. For example, peers may
purposefully leave and rejoin the system
with a new identity in order to shed any
bad reputation [2]. Clearly, a good reputa-
tion system should be secure to resist these
adversarial behaviors.

In this article we study two fundamental issues
in P2P reputation systems.

Reputation estimation: An estimation method
describes how to generate peer reputation based
on others’ feedback. We classify existing estima-
tion methods into three categories: social net-
work, probabilistic estimation, and
game-theoretic model. We select representative
examples from each category, and discuss their
advantages and limitations. As many estimation
methods rely on specific feedback collection
mechanisms, we also discuss feedback collection
mechanisms when necessary.

Reputation query: Reputation query in P2P
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networks is not trivial. First, efficient data stor-
age and retrieval is always a challenging issue in
P2P networks. Huge amounts of data require
distributed storage approaches. Then efficient
retrieval becomes nontrivial. Peer dynamics
bring more difficulty. Second, reputation data
are highly security-sensitive. The reputation of a
peer cannot be locally stored at the peer itself,
because a dishonest peer may misreport its repu-
tation value in order to gain rewards or avoid
punishments. We also need to consider security
issues in reputation delivery. In this study we
survey the state-of-the-art approaches to reputa-
tion storage and retrieval in P2P networks. We
classify them into three categories. For each cat-
egory, we discuss illustrative examples. We also
qualitatively compare them and outline possible
directions for future research.

There are many other important issues in
P2P reputation systems; for example, how to
prevent targeted and adversarial attacks? How
to interpret reputation? Interested readers may
refer to [2, 3] for a comprehensive overview of
P2P reputation issues.

The rest of the article is organized as follows.
In the next section we explore the reputation
estimation issue. We then discuss reputation
query techniques. We conclude in the final sec-
tion.

REPUTATION ESTIMATION
There are mainly three reputation estimation
methods in current P2P networks. The first one
is the social network, where all feedback avail-
able in the network are aggregated to compute
peer reputation. The second one is probabilistic
estimation, which uses sampling of the globally
available feedback to compute peer reputation.
The third one is the game-theoretic model,
which assumes that peers have rational behavior
and uses game theory to build a reputation sys-
tem. We elaborate on these methods below.

SOCIAL NETWORK
Approaches based on the social network can be
further divided into two categories: separated
reputation model and correlated reputation model.
In a separated reputation model only the direct
transaction partners of a peer (e.g., resource
provider/downloader or streaming neighbor) can
express their opinion on the reputation of the
peer. A practical example is the eBay reputation
system (although eBay is not a P2P network).
After each transaction at eBay, the buyer and
the seller rate each other with positive, negative,
or neutral feedback. The reputation is calculated
at a central server by assigning 1 point for each
positive feedback, 0 point for each neutral feed-
back, and –1 point for each negative feedback.
The reputation of a participant is computed as
the sum of its points over a certain period. Con-
sidering that peers may lie in their feedback,
Mekouar et al. propose to monitor suspicious
feedback [4]. That is, after each transaction
between a pair of peers, both peers are required
to generate feedback to describe the transaction.
If there is an obvious gap between the two pieces
of feedback, both are regarded as suspicious.
Later on, the more suspicious feedback a peer

generates, the smaller weight in reputation com-
puting its feedback has. Similarly, in [5] a peer’s
reputation is computed as a weighted average of
feedback from direct witnesses of its perfor-
mance. Xiong et al. develop a general reputation
model, which considers, for example, feedback
from peers, the trustworthiness factor of feed-
back sources, and the transaction context factor
for discriminating transaction importance [6].
Almost all separated reputation models can be
expressed by this model.

In a correlated reputation model the reputa-
tion of a peer is computed based on the opinion
of its direct transaction partners as well as third-
party peers. In this model a peer, A, who wishes
to know the reputation of another peer, B, can
ask some peers (e.g., its neighbors) to provide
their opinion on B (although some of the peers
may not have conducted any transaction with
B). A then combines peer opinions to calculate
B’s reputation. We take EigenTrust as an exam-
ple [7]. In EigenTrust, whenever a peer con-
ducts a transaction with another peer, they keep
reputation values for each other. If there is no
direct transaction between two peers, they keep
a zero reputation value for each other. Peers
then iteratively update the reputation values.
Each time peer A wishes to update the reputa-
tion of peer B, A asks for B’s reputation from
all other peers in the system. A then computes a
weighted sum of these reputation values and
keeps the result as the new reputation of B. In
each iteration all peers conduct the above repu-
tation update. The process continues until the
reputation values kept at different peers con-
verge. Another example is the network informa-
tion and control exchange (NICE) reputation
model [8]. Each peer holds the reputation of its
transaction partners according to the quality of
transactions. All peers further form a trust
graph based on reputation values. Later on, an
overlay path between two peers is selected as
the most trustworthy path between them in the
trust graph.

The correlated reputation model is more like
our real social network, where third-party peers
can express their opinion on a peer. But it costs
more to collect and aggregate third-party opin-
ion. For example, EigenTrust takes a long time
to wait for reputation values to converge.

PROBABILISTIC ESTIMATION
This approach uses sampling of the globally
available feedback to compute peer reputation.
It usually relies on some assumptions on peer
behavior. For instance, it may assume that a
peer is trustworthy with a certain but unknown
probability. And when sharing its own experi-
ence with others, a peer may lie with some,
again unknown, probability [9]. It then uses
probabilistic estimation techniques to estimate
all unknown parameters. Many estimation meth-
ods may be used. Despotovic et al. use maximum
likelihood estimation, which assumes that peers
do not collude [9]. Mui et al. use Bayesian esti-
mation, which uses only direct interaction among
peers and does not use third-party opinion [10].

By using a small portion of the globally avail-
able feedback, the probabilistic model has lower
cost in feedback collection than the social net-
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work approach. On the other hand, the social
network approach can use a complicated reputa-
tion model, and is robust to a wide range of
malicious actions. But the probabilistic model
can be applied to only simple reputation models
(due to the difficulty in probabilistic estimation)
and is effective against only a few kinds of mali-
cious actions. The performance of the two mod-
els has been compared in [11]. It has been shown
that the probabilistic model performs better for
small malicious populations, while the social net-
work approach is better when most peers are
malicious.

GAME-THEORETIC MODEL
Different from the above two approaches, the
game-theoretic model assumes that peers have
rational behavior and uses game theory to build
a reputation system. Rational behavior implies
that there is an underlying economic model in
which utilities are associated with various choic-
es of peers and that peers act so as to maximize
their utilities. Fudenberg et al. present a game-
theoretic framework to offer certain characteri-
zations of the equilibria payoffs in the presence
of reputation effects [12]. But the work assumes
that a central trusted authority does feedback
aggregation, which may not be scalable to large-
scale P2P networks.

REPUTATION QUERY
In this section we discuss techniques for reputa-
tion query in P2P networks.

CENTRALIZED AND
PARTIALLY CENTRALIZED STRUCTURES

The simplest solution is to use a powerful server
to keep the reputation of all peers. For example,
eBay uses a central server to collect and keep all
users’ reputations. Feedback from users is sent
to and stored at the server. A query of a user’s
reputation is also sent to and answered by the
server. Similar approaches have been used in
[13].

A centralized approach is easy to implement
and deploy. Security of a central server is much
easier to achieve than that of distributed compo-
nents in a distributed approach. Furthermore, in
a centralized approach, reputation management
is independent of peer joining and leaving, which
greatly simplifies reputation retrieval. However,
a centralized approach is not scalable to large
P2P networks. Also, the server forms a single
point of failure, making the system vulnerable.

To address the limitations of the centralized
approach, a partially centralized approach, which
uses a set of servers instead of a single server,
has been proposed. Mekouar et al. propose a
malicious detector algorithm (MDA) to detect
malicious peers in KaZaa-like systems [4].
KaZaa is a partially centralized P2P file sharing
system with a set of supernodes. Each ordinary
peer is attached to a unique supernode. MDA
assumes that supernodes are all trustworthy and
maintain reputation information for ordinary
peers. All evaluation results about a peer are
maintained at its attached supernode. Supern-
odes can then enforce differentiated service to
peers according to their reputation.

Note that supernodes in KaZaa are self-elect-
ed from ordinary peers and may not be fully
trustworthy. One approach uses predeployed
proxies instead of supernodes for reputation
maintenance [5]. In this approach each peer is
attached to a unique proxy according to its IP
address. Correspondingly, each proxy is respon-
sible for a certain IP range, and proxies are
organized into a binary search tree based on the
IP ranges they maintain. Each peer periodically
generates reports about its streaming neighbors.
All reports about a peer are sent to its attached
proxy. A query about a peer’s reputation is also
forwarded to and answered by the peer’s
attached proxy. Figure 1 shows the report sub-
mission process in this approach [5]. Each circle
in the figure is a streaming peer, and each quad-
rangle is a deployed proxy. Numbers in a quad-
rangle indicate the IP range maintained by the
proxy (here numerical values are used to repre-
sent IP addresses). Suppose that streaming peer
B is streaming peer A’s child in the streaming
overlay, and B prepares to submit a report about
A’s performance. If B has not sent any report
about A before, B first sends A’s IP address to a
random proxy (which is R in the figure). R then
searches in the tree to identify the proxy whose
range covers A’s IP address (T in this case). T
then sends a response message to B as well as its
certificate of trustworthiness (issued by a trusted
certification authority). After B verifies the trust-
worthiness of T, it sends its report about A to T.
In the following, B will directly send reports
about A to T.

Figure 1. Process of submitting a report about a streaming peer A by its child B
for the first time in a proxy-based approach (from [5]). Step 1) B sends A's IP
address to R. Suppose that A's IP address is represented by a numerical value
88. Step 2) R searches in the binary tree to identify the proxy that manages 88
(T in this case). Step 3) T responds to B with its certificate. Step 4) After veri-
fying the trustworthiness of T, B sends its report about A to T.
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Two important issues in partially centralized
approaches are efficient search and load balanc-
ing among multiple supernodes/proxies. First,
each peer should be attached to a unique super-
node or proxy. In MD, this is done by KaZaa’s
built-in mechanism. If a P2P network does not
have such a built-in mechanism, this is not easy.
Suppose each proxy is responsible for a certain
range of peers. Given any peer in the system, we
need to quickly identify the proxy responsible for
it (e.g., for reputation update or query). If the
number of proxies is small, simple flooding can
be used for search. Otherwise, a more complicat-
ed overlay structure should be built among prox-
ies (e.g., the binary search tree in [5]). Second,
loads for reputation management should be
evenly distributed among supernodes/proxies.
MDA does not consider this issue as it uses the
KaZaa built-in mechanism to attach peers to
supernodes. In [5] a dynamic load redistribution
method has been proposed to balance loads
among proxies.

Compared to centralized approaches, partial-
ly centralized approaches have significantly
improved system scalability. However, in order
to serve a large P2P network, a large number of
supernodes or proxies may be needed, which
leads to high implementation and maintenance
costs.

STRUCTURED OVERLAY
Another class of approaches uses distributed
hash table (DHT) to store and search for peer
reputation. In DHT each peer is assigned a
unique peer ID, and each object is hashed to a
key in the same space of peer IDs. The peer
with ID equal to the hashed key is responsible
for storing the location of the object (or the
object itself). With a hashed key of an object, a
query for the object is routed through peers in
DHT to the peer that is responsible for the
object. Each peer in DHT maintains a routing
table for routing messages.

We take PeerTrust as an example [6]. It
adopts P-Grid as the underlying DHT network.
It also uses a system-wide hash function Hash,
which maps one peer ID to another. Suppose
that peer p has an ID, ID(p). Whenever p has a
transaction with another peer, q, p generates a
report about q and sends it to the peer with ID
Hash(ID(q)) through DHT routing. The repu-
tation of q is then stored and maintained at the
peer with ID Hash(ID(q)), which is called the
reputation manager of q. Queries of a peer’s
reputation are also forwarded to its reputation
manager through DHT routing. In this way, peer
reputation is distributedly stored in the system.

This approach has several advantages. First,
peer reputation is distributedly stored and com-
puted at the reputation managers. There is no
need for a central server or supernodes. Second,
a peer’s reputation manager is determined by a
universal hash function, which cannot be select-
ed by the peer itself. This reduces the possibility
of collusion between a peer and its reputation
manager.

However, this approach has some security
concerns. First, reputation managers may misbe-
have by providing false or random data when
answering a query. Majority voting has been

used to address this. That is, a DHT network
can be configured to have multiple replicas
responsible for the same key, or multiple hash
functions can be used to map each peer to multi-
ple reputation managers [6]. When a peer
searches for the reputation of another peer, it
finds all the replicas responsible for the key and
uses a voting scheme to compute the final result.
However, voting cannot guarantee obtaining the
correct decision and does not completely address
the problem. As shown in [11], simple collusion
can seriously affect the result of voting. Second,
a reputation report or query is delivered between
its generator and the reputation manager by
DHT routing. A malicious peer in the delivery
path may modify, intercept, or discard the report
or query. PeerTrust has proposed to encrypt
messages in order to prevent data modification
during delivery [6]. But it cannot prevent data
discarding during routing. In summary, DHT-
based approaches cannot guarantee secure repu-
tation computing and delivery.

Furthermore, DHT has its own limitations.
Since peers are highly dynamic in P2P networks,
a reputation manager may unexpectedly leave
the system. Then the data maintained by it are
no longer available. In addition, load balancing
mechanisms that abide by DHT storage and
routing methods are complicated, especially in
dynamic networks. DHT also has its own securi-
ty threats and vulnerabilities, and there are many
targeted attacks on its routing scheme, data
placement scheme, IP mapping scheme, and so
on.

UNSTRUCTURED OVERLAY
XREP uses a polling algorithm to choose reli-
able resource in Gnutella-like file sharing net-
works [14]. It consists of four operations:
resource searching, vote polling, vote evaluation
and resource downloading (Fig. 2). The first
operation is similar to searching in Gnutella. A
peer broadcasts to all its neighbors a Query
message containing the search keywords. When
a peer receives a Query message for which it
has a match, it responds with a QueryHit mes-
sage, as shown in Fig. 2a. In the next operation,
upon receiving QueryHit messages, the query
initiator selects the best matching resource
among all possible choices. It then polls other
peers using an encrypted Poll message to
enquire about their opinion of the selected
resource or the resource provider. In XREP
each peer maintains information on its own
experience with the resource and other peers.
Upon receiving a Poll message, each peer
checks its experience data. If there is any infor-
mation about the resource or the provider indi-
cated by the Poll message, the peer sends its
vote to the polling peer with an encrypted
PollReply message, as shown in Fig. 2b.

In the third operation the polling peer col-
lects a set of votes and evaluates the votes. It
first decrypts the votes and discards corrupt
ones. Then it analyzes voters’ IPs and detects
cliques of dummy or controlled votes. After that,
it randomly selects a set of votes and directly
contacts the voters with a TrustVote message.
Each contacted voter is required to send a
VoteReply message for vote confirmation. This
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forces attackers to pay the cost of using real IPs
as false witnesses. After this checking process,
the polling peer can obtain the reputation of the
resource or provider. Based on the reputation
value, the polling peer can either download the
resource, as shown in Fig. 2d, or discard the
resource and repeat the voting process on anoth-
er resource.

Approaches based on unstructured overlays
have similar limitations to DHT-based ones.
Messages may be intercepted or blocked during
transmission, and voting is vulnerable to collu-
sion among peers. Therefore, no secure reputa-
tion computing or delivery can be guaranteed.
Furthermore, searching or voting on an unstruc-
tured overlay is based on flooding, which incurs
heavy traffic in the network. For example, in
XREP Poll messages are broadcast throughout
the network each time a peer needs to find out
the reputation of a resource or a provider.

COMPARISONS
We compare the above reputation query tech-
niques in Table 1 and elaborate on the results
below.

A centralized approach requires a central
server for reputation storage, and a partially cen-
tralized approach relies on supernodes or prede-
ployed proxies. On the contrary, approaches
based on structured and unstructured overlays
rely on peers to manage reputation and do not
require additional facilities. Specifically, in
DHT-based approaches a peer’s reputation is
maintained at its reputation manager, which is
computed by a universal hash function. In
approaches based on unstructured overlays,
peers often locally hold the reputation of their
transaction partners.

Based on different storage mechanisms, the
approaches have different reputation search
methods. In a centralized approach a reputation
query is directly sent to the server. In a partially
centralized approach a query is first sent to a
supernode, which forwards the query to the tar-
get supernode. In a DHT-based approach DHT
routing is used to route queries. In an approach
based on unstructured overlays, flooding is often
used, which may consume much network band-
width.

Among these approaches, the centralized one
has the poorest scalability, while the DHT-based
one is the most scalable. The partially central-

ized approach has better scalability than the cen-
tralized one, but still relies on predeployed prox-
ies or supernodes and is not fully scalable. The
approach based on unstructured overlays does
not need any central component; however, it is
not as scalable as the DHT-based one because
of its high bandwidth consumption in reputation
search.

The centralized and partially centralized
approaches are robust to peer dynamics. In
these approaches reputation values are stored at
a server or supernodes, which are often highly
stable. In the DHT-based approach the leaving
of a reputation manager will lead to the loss of
data stored at it. Fortunately, DHT itself has
some mechanisms to keep high data availability
under peer churn. In the approach based on
unstructured overlays there is little protection
against data loss due to peer leaving. It may
encounter high data loss in the presence of peer
churn.

Regarding security, the centralized and par-
tially centralized approaches are the most secure
if assuming the server and supernodes are fully
trustworthy. In these approaches reports or
queries are directly sent to the server or super-
nodes, and there are no third-party peers in
delivery paths. On the contrary, the approaches
based on structured or unstructured overlays
cannot guarantee secure reputation computing
or delivery. In these approaches a reputation
maintainer may be malicious and provide forged
data, and a delivery path may contain malicious
peers. Although there are many methods for
improving system security (e.g., encryption/
decryption or voting), none of them can guaran-
tee 100 percent security.

CONCLUSION
In this article we investigate two key issues in
P2P reputation systems, reputation estimation
and query. We discuss representative examples
in the literature and compare them from multi-
ple aspects. There are many other research
issues in P2P reputation systems, such as
anonymity. In many applications, users may only
be willing to participate if a certain amount of
anonymity is guaranteed. But most existing repu-
tation systems have sacrificed anonymity in
order to provide secure underlying protocols,
where each peer holds a unique certificate, and

Figure 2. Operations in XREP: a) resource searching; b) vote polling; c) vote evaluation; d) resource downloading.
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peers use the certificates to authenticate each
other. Other interesting issues may include ana-
lyzing security threats and studying reward/pun-
ishment mechanisms.
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Table 1. Comparisons between various reputation query techniques.

Approach Deployment
requirement

Reputation
storage

Reputation
query Scalability

Adapta-
tion to
peer
dynamics

Security

Trustwor-
thiness of
reputation
maintainer

Message
modification
in
transmission

Message
discarding
in
transmission

Centralized A central
server The server Direct server

access Low High Full No (no over-
lay relay)

No (no over-
lay relay)

Partially
centralized

A set of
supernodes
or proxies

Supernodes
or proxies

Search among
supernodes or
proxies

Medium High Full No (no over-
lay relay)

No (no over-
lay relay)

Structured
overlay No

Peers
(computed
by a hash
function)

DHT search High Medium No
guarantee

No
(addressed
by
encryption)

Possible

Unstructured
overlay No

Peers (e.g.,
transaction
partners)

Flooding Medium Low No
guarantee

No
(addressed
by
encryption)

Possible

JIN LAYOUT  3/17/10  3:05 PM  Page 127

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on April 21,2010 at 09:49:15 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


