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a b s t r a c t

Since the quality of compressed video is vulnerable to errors, video transmission over unreliable Internet
is very challenging today. Two-Hypothesis Motion-Compensated Prediction (THMCP) has been shown to
have Error Resilience (ER) capability for video transmission, where each macroblock is predicted from its
previous two frames. In this paper, we propose a novel ER approach named Alternate Motion-Compen-
sated Prediction (AMCP). In addition to two-hypothesis prediction, one-hypothesis prediction is alter-
nately used. We use some schemes to determine which kind of prediction should be used, so that in
some cases of loss, the propagated error can be first decreased to some extent before it spreads to the
subsequent frames. As a result, the expected converged error is less than that obtained from THMCP with
fixed weights (THMCPF). Both analysis and simulation results are given to show that AMCP performs bet-
ter than THMCPF, in terms of both compression efficiency and ER capability.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction partitioning the video stream into more than one layer. The base
Delivering video of good quality over the Internet or wireless
networks is very challenging today, due to the use of predictive
coding and Variable Length Coding (VLC) in video compression
[1,2]. If data loss occurs during the transmission, the corresponding
frame will be corrupted, and this error will propagate to the subse-
quent frames because of INTER-prediction, until the next INTRA-
coded frame is correctly received. For example, a simple bit error
in VLC can cause desynchronization; as a result, all the following
bits cannot be used until a synchronization code arrives. Due to
these facts, it is useful to develop some schemes to improve the Er-
ror Resilience (ER) capability of the compressed video.

Several error resilience methods have been developed for video
communication. One such method is Forward Error Correction
(FEC) coding, typically applied at channel coding stage. In this
method, FEC codes are added to the video stream by the encoder,
and the decoder uses these codes to correct some bit errors. FEC
techniques can be jointly used with other error resilience methods
such as data partitioning [3] and subband-based coders [4,5]. It can
also be used to protect a region of interest using the new error
resilience tools provided by H.264/AVC [6–8]. Another method
for error resilience is Layered (Scalable) Coding (LC). LC refers to
ll rights reserved.
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layer is protected and transmitted with higher priority; it contains
the most important information for the video and can be used to
provide acceptable video quality. Each enhancement layer incre-
mentally improves the video quality [5,9,10]. LC provides different
video qualities according to channel bandwidth, but the layers
have to be obtained incrementally, leading to inflexibility and
low video quality when a lower layer is lost. Contrary to this ap-
proach, Multiple Description Coding (MDC) divides the video
stream into equally important streams (descriptions). These
descriptions are sent to the destination through different channels.
If error occurs during the transmission, only a subset of the
descriptions will be received by the decoder, which can be used
to reconstruct the video with lower but acceptable quality [11–
13]. In addition to MDC, Multi-Hypothesis Motion-Compensated
Prediction (MHMCP) has also been proven to have error resilience
capability, where each macroblock (MB) is predicted by a linear
combination of multiple signals (hypotheses) [14,15]. It is shown
in [16,17] that MHMCP can suppress the short-term error propaga-
tion more effectively than the intra-refreshing scheme. Our pro-
posed ER method is motivated by this approach.

MHMCP is originally developed to improve the compression
efficiency of video coding [18,19]. Its error resilience property is
analyzed in [14], where a special case of Two-Hypothesis Mo-
tion-Compensated Prediction (THMCP) is used. In this approach,
each frame (except INTRA-frame and the first INTER-frame) is pre-
dicted from a weighted average of its previous two frames, and the
weight is fixed for each prediction (hypothesis). The error propaga-
tion model at the decoder side is analyzed, which is combined with

mailto:myma@ust.hk
mailto:myma@cse.ust.hk
mailto:eeau@ust.hk
mailto:eeglw@ust.hk
mailto:gchan@ust.hk
mailto:eexp@ust.hk
mailto:eileenzb@ust.hk
http://www.sciencedirect.com/science/journal/10473203
http://www.elsevier.com/locate/jvci


438 M. Ma et al. / J. Vis. Commun. Image R. 19 (2008) 437–449
the encoder predictor to strike a balance between compression
efficiency and error resilience capability. We name this special case
of two-hypothesis approach THMCPF (THMCP with fixed weights).
In [15], the authors extend THMCPF by utilizing the concept of ref-
erence picture interleaving and data partitioning. The parameters
for each hypothesis, including the motion vectors and the refer-
ence frame indices, are separated into the bitstream to reduce
the impact of a single frame loss. In [16,17], the error propagation
effect in MHMCP coder is investigated and the rate-distortion per-
formance in terms of the hypothesis number and hypothesis coef-
ficients is analyzed. It is shown that a hypothesis number no larger
than three is suitable at low bit rates.

If one frame is corrupted during the transmission, error will
propagate to all the subsequent frames. Without considering the
effect of spatial filtering caused by sub-pixel motion compensation,
this error will converge at last to some percentage (determined by
the prediction weight) of the initial error [20]. We define error ratio
to be the ratio of converged value to the first error. One advantage
of using MHMCP is that the error ratio is smaller than one, which
means the propagated error can be decreased. Motivated by this,
we propose a new ER approach named Alternate Motion-Compen-
sated Prediction (AMCP) in [21]. The novelty is that in addition to
two-hypothesis prediction, one-hypothesis prediction is alter-
nately used. We use some schemes to determine whether two-
hypothesis or one-hypothesis should be used, such that in some
cases of loss, the propagated error can be first decreased to some
extent before it spreads to the subsequent frames. As a result,
the expected error ratio at the decoder is less than that obtained
from two-hypothesis MCP. In this paper, we will give more details
to AMCP, and the effect of spatial filtering is considered in the anal-
ysis of error propagation [20,22]. The appropriate error conceal-
ment methods are also discussed. We propose to use temporal
interpolation since it can be well combined with temporal sub-
sampling ER methods, such as multiple description coding (MDC)
and AMCP [23].

The remainder of this paper is organized as follows: In Section
2, the proposed approach AMCP is introduced. We will analyze
the error propagation in the case of a single frame loss, and derive
the closed-form expression for error energy. The expected error
ratio is also obtained. Then AMCP is extended to layered coding,
which can be applied in the multicast of video over the Internet.
The error concealment approach for AMCP is discussed in Section
3, to further enhance the reconstructed video quality when error
occurs. In Section 4, simulation results are given to compare AMCP
and THMCP with fixed weights. A comparison between AMCP and
the Loss-Aware Rate-Distortion Optimized MB mode decision algo-
rithm (LARDO) used in H.264/AVC is also presented [24,25]. Sec-
tion 5 gives a conclusion.
2. Alternate motion-compensated prediction (AMCP)

In this section we will introduce our proposed error resilience
method alternate motion-compensated prediction (AMCP), where
each frame can be predicted using one or two hypotheses, with
an alternate pattern. We will analyze the error propagation in
the case of a single frame loss, and derive the closed-form expres-
sion for error energy. If the effect of spatial filtering caused by sub-
pixel motion compensation is not considered, the propagated error
will converge to some percentage (determined by the prediction
weight) of the initial error [20]. Define error ratio to be the ratio
of converged value to the first error. We prove that the expected
error ratio of AMCP is smaller than that of THMCP with fixed
weights (THMCPF), which means AMCP can make the propagated
error smaller. At last, we extend AMCP to layered coding, as a
way for the multicast of real-time video over the Internet.
2.1. Introduction to the proposed AMCP

Suppose the video at time n is wðnÞ, which is an H �W matrix.
In THMCPF [14], each frame has two hypotheses and frame wðnÞ is
predicted by

ŵðnÞ ¼ h1
_wðn� 1Þ þ h2

_wðn� 2Þ; ð1Þ

where n P 2 and h1 þ h2 ¼ 1. _wðn� iÞ is a motion-compensated pre-
diction from the ith previous reconstructed frame and hi is a con-
stant weighting parameter, i ¼ 1;2. Note that if h2 ¼ 0, this
becomes a conventional predictor. And if h2 ¼ 1, this is the same
as the odd/even sub-sampling method used in temporal MDC [23].

Consider the case of a single frame loss during the transmission.
Suppose the frame loss happens at time l0 and the lost frame is
wðl0Þ. Define error fðkÞ to be the difference between the recon-
structed ðl0 þ kÞth frame at the decoder and that at the encoder.
fðkÞ is an H �W matrix and we define fðk; x; yÞ to be the matrix ele-
ment at the yth row and xth column, x 2 ½0;W � 1� and
y 2 ½0;H � 1�. For the special case of all the motion vectors (MVs)
being zero, motion compensation is just a copying process. Using
the predictor in Eq. (1), the error at time k becomes

fð1; x; yÞ ¼ h1fð0; x; yÞ;
fðk; x; yÞ ¼ h1fðk� 1; x; yÞ þ h2fðk� 2; x; yÞ; k 2 ½2;1Þ;

�
ð2Þ

for x 2 ½0;W � 1� and y 2 ½0;H � 1� [14]. From Eq. (2), the error prop-
agation model can be obtained as

fðk; x; yÞ ¼ 1� ð�h2Þkþ1

1þ h2
fð0; x; yÞ: ð3Þ

When k goes to infinity and h1 2 ð0;1Þ, fðk; x; yÞ will decrease and
converge to 1

1þh2
fð0; x; yÞ. We define error ratio (R) to be the ratio

of converged value to the first error. So the error ratio of predictor
in Eq. (1), R1, for a single frame loss is

R1 ¼ lim
k!1

fðkÞ
fð0Þ ¼ lim

k!1

fðk; x; yÞ
fð0; x; yÞ ¼

1
1þ h2

; ð4Þ

for any x 2 ½0;W � 1� and y 2 ½0;H � 1�. Note that in this paper, error
ratio is considered for the special case of all the motion vectors
(MVs) being zero. One advantage of using THMCPF is that the error
ratio is smaller than one, i.e. 1

2 < R1 < 1 for h2 2 ð0;1Þ, which means
it can reduce the propagated error. On the other hand, error will
propagate to all the subsequent frames, as in the conventional
codec.

Motivated by this, we propose a new error resilience approach
named alternate motion-compensated prediction (AMCP) in this
paper, as shown in Fig. 1b. The basic idea comes from the error
propagation property of the approach in Fig. 1a: each even frame
is predicted from its previous two frames using (1) and each odd
frame is predicted from its previous odd frame. Suppose a single
frame is lost. The good thing of this predictor is that if the lost
frame is an even frame (with �), only the subsequent even frames
are affected and the propagated error will decrease and converge
to zero quickly. If the lost frame is an odd frame (with D), error will
propagate to all the subsequent frames. In this case, although error
will converge at last, the converged value is the same as the first
one at the lost frame.

AMCP shown in Fig. 1b is an improvement of the approach in
Fig. 1a. The video sequence is divided into periodic Intervals
fI0; I1; . . .g, which start after the INTRA-frame. Suppose only the
first frame is encoded as INTRA-frame. The frame index within
an Interval (Interval Index) goes from 0 to ð2N þ 1Þ, and the
ð2N þ 1Þth frame of an Interval is the 0th frame of the next Interval.
In other words, two consecutive Intervals overlap at one frame, as
illustrated in Fig. 1b. Here N is a positive integer and (2N þ 1) is the
length of an Interval. Within an Interval, each of the odd frames is
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Fig. 1. Illustration of AMCP and its error propagation (the arrow means that the previous frame is used as the reference for the latter frame). (a) A basic approach, (b)
proposed AMCP, (c) error propagation analysis of AMCP.
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encoded by Two-Hypothesis Prediction (2HP), i.e. predicted from
its previous two frames using Eq. (1). Each of the even frames is en-
coded by One-Hypothesis Prediction (1HP), i.e. predicted from its
previous even frame. Here the odd or even frame is defined by
its Interval Index, instead of the index in the video sequence (Time
Index). One exception is the 0th frame of each Interval. It is the
ð2N þ 1Þth frame of the previous Interval and thus is predicted
from its previous two frames. In addition, the 0th frame of I0 is pre-
dicted from the INTRA-frame. A special case of AMCP is N ¼ 0,
which makes the predictor the same as THMCPF. And in addition
to THMCPF, AMCP can also be considered as a special case of
THMCP by setting one of the weighting parameters of THMCP to
zero.
2.2. Error propagation model of AMCP

Consider the case of a single frame loss (wðl0Þ) in AMCP. Without
loss of generality, suppose wðl0Þ belongs to I0 and the first error (at
time l0) is fð0Þ. We want to obtain the error propagation model
fðkÞ. In the previous analyses, i.e. for Eqs. (2)–(4), all the motion
vectors (MVs) were assumed to be zero, which may not be true
in real situations. In addition, the effect of spatial filtering was
not considered, which can be introduced by deblocking filters, or
as a side effect of sub-pixel motion compensation with linear inter-
polation [20,22]. It is known that spatial filtering can attenuate the
propagated error energy. In [22], this effect is analyzed and
approximated by a separable average loop filter. In this work, we
use a similar approximation. Assume the loop filter to be f, which
is time invariant. Then the propagated error can be recursively cal-
culated as

fðk; x; yÞ ¼ fðk� 2; x; yÞ�f ðx; yÞ; for 1HP;
fðk; x; yÞ ¼ h1fðk� 1; x; yÞ�f ðx; yÞ

þh2fðk� 2; x; yÞ�f ðx; yÞ; for 2HP;

8><
>: ð5Þ
After applying Fourier transform to these two equations, we have

Zðk;u; vÞ ¼ Zðk� 2;u; vÞFðu; vÞ; for 1HP;
Zðk;u; vÞ ¼ h1Zðk� 1;u; vÞFðu; vÞ

þh2Zðk� 2;u; vÞFðu; vÞ; for 2HP;

8><
>: ð6Þ

where Fðu; vÞ and Zðk;u; vÞ are the Fourier Coefficients of f and fðkÞ,
respectively, u 2 ½0;W � 1� and v 2 ½0;H � 1�.

Similar to the simple approach in Fig. 1a, the loss of a frame
with an odd Interval Index (case 1) or with an even Interval Index
(case 2) in AMCP will lead to different error propagations, as illus-
trated in Fig. 1c. We mark these two cases with � and D, respec-
tively. Suppose fxðkÞ is the error at the ðl0 þ kÞth frame for case 1
and fDðkÞ is the error at the ðl0 þ kÞth frame for case 2. Their fre-
quency domain representations are Z�ðk;u; vÞ and ZDðk;u; vÞ,
respectively, u 2 ½0;W � 1� and v 2 ½0;H � 1�. Based on Eq. (6), we
can get the error propagation in I0 for the two cases:

Case 1. A frame with an odd Interval Index is lost and the error
propagation within I0 is

Z�ð2n;u; vÞ ¼ hn
2Zð0;u; vÞFnðu; vÞ; n P 0;

Z�ð2nþ 1;u; vÞ ¼ 0; n P 0:

(
ð7Þ

Case 2. A frame with an even Interval Index is lost and the error
propagation within I0 is

ZDð2n;u; vÞ ¼ Zð0;u; vÞFnðu; vÞ; n P 0;

ZDð2nþ 1;u; vÞ ¼ ð1� hnþ1
2 ÞZð0;u; vÞFnþ1ðu; vÞ; n P 0:

(
ð8Þ

As we can see from Eq. (7) that case 1 has an advantage in sup-
pressing the propagated error with h2 < 1. Since usually F acts as a
low pass filter and Fðu; vÞ 6 1, Z�ð2n;u; vÞ exponentially decreases
with increasing n. Even if Fðu; vÞ > 1, Z�ð2n;u; vÞ can be a decreas-
ing function of n as long as h2Fðu; vÞ < 1. The case of h2Fðu; vÞP 1
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happens rarely. So we can expect that the energy of error Z�ð2nÞ
decreases rapidly in Interval I0. Although error ZDð2nþ 1;u; vÞ
may increase in case 2, it can be compensated by the great benefits
from case 1 on average. We will give more discussions about this in
the next subsection.

To analyze the error propagation in the subsequent Intervals,
we define fmðrÞ to be the error in the rth frame of Interval m, with
frequency domain representation Zmðr;u; vÞ, r 2 ½0;2N þ 1�. In addi-
tion, we have fmþ1ð0Þ ¼ fmð2N þ 1Þ and Zmþ1ð0Þ ¼ Zmð2N þ 1Þ.
Using similar deriving process as Eqs. (7) and (8), we can obtain
the error propagation in Interval m (m P 1):

Zmð2n;u; vÞ ¼ Zm�1ð2N þ 1;u; vÞFnðu; vÞ;
Zmð2nþ 1;u; vÞ ¼ ðð1� hnþ1

2 ÞZm�1ð2N þ 1; u; vÞ
þhnþ1

2 Zm�1ð2N;u; vÞÞFnþ1ðu; vÞ

8><
>: ð9Þ

for n 2 ½0;N�, u 2 ½0;W � 1� and v 2 ½0;H � 1�. This is true for both
case 1 and case 2.

Define the errors of the last two frames in I0 to be fa ¼ f0ð2NÞ
and fb ¼ f0ð2N þ 1Þ, whose frequency domain representations are
Zaðu; vÞ and Zbðu; vÞ, respectively. By some manipulations of Eq.
(9) we can get

Zmð2N;u; vÞ ¼ ðxþlÞm�1ð2j�xþlÞ�ðx�lÞm�1ð2j�x�lÞ
2ml Zbðu; vÞFNðu; vÞ;

Zmð2N þ 1;u; vÞ ¼ ðxþlÞmð2j�xþlÞ�ðx�lÞmð2j�x�lÞ
2mþ1l

Zbðu; vÞ

8<
:

ð10Þ

for m P 1, where x ¼ ð1� aÞFNþ1ðu; vÞ, a ¼ hNþ1
2 , j ¼ ð1�aÞZbðu;vÞþaZaðu;vÞ

Zbðu;vÞ

FNþ1ðu; vÞ and l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4aF2Nþ1ðu; vÞ

q
.

Then the energy of error fmðrÞ for m P 1 can be approximated as

EmðrÞ ¼
XH�1

v¼0

XW�1

u¼0

jZmðr;u; vÞj2: ð11Þ

And Zmðr;u; vÞ can be obtained using Eqs. (9) and (10). The energy of
the error f�ðkÞ (fDðkÞ) in the first Interval I0 can be obtained
similarly.

As we have discussed previously that if the frame loss is case 1,
error can decrease much quicker than those of case 2, which lead to
lower propagated error energy in the subsequent Intervals. In addi-
tion, we can get the following results with Fðu; vÞ ¼ 1 and fixed u, v,
m (m P 1):

– If Zm�1ð2N;u; vÞ < Zm�1ð2N þ 1;u; vÞWithin Interval m, Zmð2n;
u; vÞ remains unchanged and Zmð2nþ 1;u; vÞ increases with
increasing n. For the last two frames, we have Zmð2N;u;
vÞ > Zmð2N þ 1;u; vÞ. In detail, the error propagations in Inter-
val m are enclosed by two envelopes. The upper one is a hor-
izontal line, and the bottom one increases with time.
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Fig. 2. Comparison between case 1 and case 2 for a single frame loss, N ¼ 5, h2 ¼ 0:875 a
the DC of the error at time k, i.e. Zðk;0;0Þ. The initial error Zð0;0;0Þ is normalized to be
– If Zm�1ð2N;u; vÞ > Zm�1ð2N þ 1;u; vÞ
Within Interval m, Zmð2n;u; vÞ remains unchanged and
Zmð2nþ 1;u; vÞ decreases with increasing n. For the last
two frames, we have Zmð2N;u; vÞ < Zmð2N þ 1;u; vÞ. In detail,
the error propagations in Interval m are enclosed by two
envelopes. The bottom one is a horizontal line, and the upper
one decreases with time.

– If Zm�1ð2N;u; vÞ ¼ Zm�1ð2N þ 1;u; vÞ
Based on Eq. (9), we have Zmð2n;u; vÞ ¼ Zmð2nþ 1;u; vÞ for
n 2 ½0;N�. This is also true for the subsequent Intervals. So
error will remain unchanged after Interval m� 1.

We define the difference between the errors in the last two
frames of Interval m to be Dm, i.e.

Dmðu; vÞ ¼ jZmð2N þ 1;u; vÞ � Zmð2N;u; vÞj; ð12Þ

for u 2 ½0;W � 1� and v 2 ½0;H � 1�. If Zm�1ð2N; u; vÞ 6¼ Zm�1

ð2N þ 1;u; vÞ, from Eq. (9) we can obtain the relation between
Dmðu; vÞ and Dm�1ðu; vÞ:

Dmðu; vÞ
Dm�1ðu; vÞ

¼ jZmð2N þ 1;u; vÞ � Zmð2N;u; vÞj
jZm�1ð2N þ 1;u; vÞ � Zm�1ð2N;u; vÞj ¼ a; ð13Þ

with a ¼ hNþ1
2 and Fðu; vÞ ¼ 1. For h2 2 ð0;1Þ, we have Dmðu; vÞ

< Dm�1ðu; vÞ. In summary, error propagates with some oscillations
at the beginning; within an Interval, the oscillation decreases with
time; from an Interval to the next Interval, the minimum oscillation
difference, i.e. Dm, decreases with factor a ¼ hNþ1

2 ; in the long run,
the oscillation becomes neglectable and error remains unchanged.

Fig. 2 illustrates how error propagates in case 1 and case 2 for a
single frame loss. The Interval parameter N is 5. Since with a larger
h2, error can converge slower and thus have a more obvious propaga-
tion pattern, we use h2 ¼ 0:875 in this figure. Frames in I0 with Inter-
val Index 3 (case 1) and 4 (case 2) are selected to be lost, one at a time.
The x-axis is the frame number after the lost frame, and the y-axis is
the DC of the error at time k, i.e. Zðk;0; 0Þ. The DC of the initial error,
Zð0;0;0Þ, is normalized to be 1. We set Fð0;0Þ ¼ 1 for a clearer illus-
tration. From the figure we can see that in case 1, the error can de-
crease quickly in the first Interval before it propagates to the
subsequent frames. This can make the overall error energy much
smaller than that of case 2. The characteristics of error propagation
in Interval m, as listed above, can also be verified in this figure.

Fig. 3 is the verification of the error energy model in Eq. (11).
We use the JVT reference software version 11.0 for the simulation
[25]. Foreman sequence (QCIF, 300 frames) are encoded at 30 fps
and only the first frame is INTRA-frame. B frame is used to imple-
ment the frame with two references. Fixed QP (QP = 30) is used for
all the frames. In order to analyze error propagation, INTRA-MB is
not used in P and B frames. We approximate Fðu; vÞ by a filter with
a Gaussian shape, i.e.
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Fig. 3. Verification of the error energy model in Eq. (11) (Foreman QCIF, N ¼ 5). (a and b) for case 1 and (c and d) for case 2. h2 ¼ 0:125 in (a) and (c) and h2 ¼ 0:875 in (b) and
(d). The loop filter Fðu; vÞ is approximated to have a Gaussian shape, with rF ¼ 260 in Eq. (14) for both h2 ¼ 0:125 and h2 ¼ 0:875. The y-axis is the error energy divided by the
frame size (176� 144 for QCIF), and the x-axis is the frame number after the lost frame.
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Fðu; vÞ ¼ e�ðu
2þv2Þ=ð2r2

F Þ: ð14Þ

The standard deviation rF describes the efficiency of the filter to
attenuate the error energy. The Interval parameter is N ¼ 5 and
the weighting parameter is h2 ¼ 0:125 or h2 ¼ 0:875. We randomly
select one frame to be lost for case 1 (Fig. 3a and b) and another one
for case 2 (Fig. 3c and d). The error energy of the kth frame after loss
is calculated and plotted, using

ETðkÞ ¼
XH�1

y¼0

XW�1

x¼0

ð�wðl0 þ k; x; yÞ � ~wðl0 þ k; x; yÞÞ2; ð15Þ

where ~wðl0 þ k; x; yÞ is the pixel value of the encoder reconstructed
frame, and �wðl0 þ k; x; yÞ is its reconstructed value at the decoder
side. The energy calculated by the theory model in Eq. (11) is also
plotted, where the initial error is assigned to be the decoder error
at the loss position, i.e. fð0Þ ¼ �wðl0Þ � ~wðl0Þ. rF in Eq. (14) is trained
to be 260 for both h2 ¼ 0:125 and h2 ¼ 0:875. We can see that the
theory model can approximate the decoder error energy very clo-
sely. Similar as the THMCPF method, a larger h2 leads to more se-
vere oscillation of error propagation. For a smaller h2, different
case of loss generates different error propagation in AMCP; while
in THMCPF, the smaller h2 is, the larger the average error energy
is. We will give more details about the comparison between
THMCPF and AMCP in Section 4.

2.3. Expected error ratio of AMCP

From the analysis of the previous subsection, we can see that
the values of fa and fb are determined by the position of the first
error, using Eq. (7) for case 1 or Eq. (8) for case 2. Consider the
condition of a single frame loss in I0. Its Interval Index can be
i ¼ 0;1; . . . ;2N, each with equal probability. ð2N þ 1Þ is not in-
cluded since it can be counted as the first one in the next Interval.
Suppose all the motion vectors (MVs) are zero and there is no
spatial filtering, i.e. Fðu; vÞ ¼ 1 for u 2 ½0;W � 1� and
v 2 ½0;H � 1�. Then using similar analyses as in Sections 2.1 and
2.2, we have

fmð2N þ 1; x; yÞ ¼ aþ ð�aÞmþ1

1þ a
faðx; yÞ þ

1� ð�aÞmþ1

1þ a
fbðx; yÞ; ð16Þ

where a ¼ hNþ1
2 . fmð2N þ 1; x; yÞ, faðx; yÞ and fbðx; yÞ are the matrix

elements of fmð2N þ 1Þ, fa and fb, respectively, x 2 ½0;W � 1� and
y 2 ½0;H � 1�. The expected value of faðx; yÞ and fbðx; yÞ can be calcu-
lated as

E½faðx; yÞ� ¼
XN�1

n¼0

1
2N þ 1

f�ð2nþ 1; x; yÞ

þ
XN

n¼0

1
2N þ 1

fDð2n; x; yÞ ¼ N þ 1
2N þ 1

fð0; x; yÞ; ð17Þ

E½fbðx; yÞ� ¼
XN

n¼1

1
2N þ 1

f�ð2n; x; yÞ

þ
XN

n¼0

1
2N þ 1

fDð2nþ 1; x; yÞ ¼ N � aþ 1
2N þ 1

fð0; x; yÞ: ð18Þ

Combining Eqs. (17), (18) with (16), we can obtain the expected
converged error of AMCP:
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lim
m!1

E½fmð2N; x; yÞ� ¼ lim
m!1

E½fmð2N þ 1; x; yÞ�

¼ N þ Naþ 1
ð1þ aÞð2N þ 1Þ fð0; x; yÞ; ð19Þ

for x 2 ½0;W � 1� and y 2 ½0;H � 1�. So the expected error ratio is

R2 ¼
N þ Naþ 1
ð1þ aÞð2N þ 1Þ ; ð20Þ

where a ¼ hNþ1
2 , h2 2 ð0;1Þ.

Define DðN;h2Þ ¼ R2 � R1. When N is fixed and h2 is continuous
in range ð0;1Þ, it is easy to verify that oD

oh2
> 0. So D is a monotone

increasing function of h2 when h2 2 ð0;1Þ. Its range is ð� N
2Nþ1 ; 0Þ.

Based on the previous analysis, we can make the following conclu-
sions with Fðu; vÞ ¼ 1:

– For fixed N, when 0 < h2 < 1, we have D < 0, and therefore
R2 < R1. In other words, the expected converged error using
AMCP is smaller than that using THMCPF.

– When h2 approaches 0, AMCP performs much better than
THMCPF. On the other hand, a small value of h2 makes both
R1 and R2 large. If h2 ¼ 0, THMCPF becomes a conventional
codec and fð0Þ will propagate to all the subsequent frames.
Similar result for case 2 of AMCP. If the loss is case 1, only
one frame is corrupted and the rest stream remains correct!

– When h2 approaches 1, AMCP and THMCPF perform similar,
both with decreasing error ratio. A special case is h2 ¼ 1,
both methods converge to the odd/even sub-sampling
method in temporal MDC, thus the propagated error cannot
converge [23].

2.4. Extending AMCP to layered coding

In the environment of multicast of real-time video to the clients
over the Internet, layered coding is widely used to adapt to the het-
erogeneous channel bandwidth as it provides the way to incre-
mentally enhance the video quality. In layered coding, the base
layer is transmitted to low bandwidth users, and high bandwidth
users can further enhance the video quality with enhancement
layers.

Due to the alternate prediction pattern, i.e. two-hypothesis or
one-hypothesis prediction, AMCP can be easily extended to layered
coding, as illustrated in Fig. 4. The video sequence is divided into
two layers: the base layer (BL) has the frames indicated by the
dot line, and the enhancement layer (EL) has the frames with solid
line. Each frame is encoded using the same prediction as Fig. 1b.
For the frames with Interval Index 0, we encode them twice: one
is predicted from its previous frame and sent to BL; another is pre-
dicted from its previous two frames and set to EL. Note that by
such prediction schemes, the generated EL stream itself is not
H.264/AVC standard compatible, while the BL stream is still
H.264/AVC compatible. As BL can be decoded independently from
EL, it can be used for the users with low bandwidth. For the users
with high bandwidth, they can take the packets from both BL and
EL, and combine them to reconstruct the video with high quality.
0 1 2 3 4 

0 2N + 1  
0

I0

0 1 

0 1 2 3 4 5 

Fig. 4. Extending AMCP
To avoid mismatch between the decoder and encoder, only the
information from EL should be used to decode the frames with
Interval Index 0.

3. Error concealment for AMCP

In the previous section, we analyze the error propagation prop-
erty of AMCP. Note that there are two ways to decrease the con-
verged error: one is to reduce the error ratio, and the other one
is to decrease the error at the loss position (fð0Þ). In this section,
we will focus on the latter one and discuss the appropriate Error
Concealment (EC) method for AMCP, i.e. temporal interpolation.
Temporal interpolation was originally used to generate one or
more frames between two received frames so as to improve the
effective frame rate, and make the object motions in the video
smoother. Usually both forward and backward motion estimations
are performed to track motions of the objects between adjacent re-
ceived frames [26]. This leads to high computational complexity. In
[27], Unidirectional Motion-Compensated Temporal Interpolation
(UMCTI) is used, which performs only forward motion estimation.
UMCTI can be well combined with temporal sub-sampling ER
methods, such as multiple description coding (MDC) and AMCP,
since the motion vector preserved in the neighboring frames can
be used for the interpolation, thus eliminating the exhaustive mo-
tion estimation [23].

Our error concealment algorithm for AMCP is based on UMCTI,
named UMCTI–AMCP. In the following two subsections, we will
first introduce our EC algorithm for INTER-frame losses, and then
present how the INTER-frames are reconstructed in the special
case of INTRA-frame loss.

3.1. EC for the lost INTER frames

As illustrated previously in Fig. 1c, in the case of a single frame
loss (the nth frame), there are two kinds of conditions, leading to
two different ways for the concealment:

Case 1. The two neighbors of the lost frame are correctly received,
so the original UMCTI method can be applied, using the
motion vector preserved in the ðnþ 1Þth frame. For an
INTRA block in the ðnþ 1Þth frame, its motion vector is
estimated from the neighboring blocks using median
filter.

Case 2. Although the ðnþ 1Þth frame is received, it can not be cor-
rectly decoded due to the wrong reference frame. The
solution is to reconstruct the lost frame first, i.e. copying
the previous one, and use it to decode the ðnþ 1Þth frame.
Then UMCTI can be used to reconstruct the lost frame by
the preserved motion vector from the ðnþ 1Þth frame to
the ðn� 1Þth frame. After the interpolation, we can recon-
struct the ðnþ 1Þth frame using the new reference. To fur-
ther improve the reconstructed video quality, one may
propose to repeat the reconstruction of the lost frame
and the ðnþ 1Þth frame, until no much improvement
can be achieved. However, experimental results show
2N + 1  
0

I1 I2

2 3 0 1 2 3 

to layered coding.
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that decoding the lost frame twice gives very little
improvements, yet costs double computation time. One-
time interpolation is enough to achieve acceptable
quality.

The previous algorithm only works for the condition of a single
frame loss. For continuous losses, as far as we know, there is no
good error concealment method in the literature. In such cases,
copying previous frame (Freeze) can be used to reconstruct the
video.

3.2. INTER-frame reconstruction in the special case of INTRA-frame
loss

In the special case of INTRA-frame loss, the reconstructed video
quality is very bad as all the subsequent frames are encoded
depending the INTRA-frame. In order to reduce the propagated er-
ror, Random INTRA-MB Refresh (RIR) can been jointly used with
AMCP at the encoder side, where INTRA-coded MBs are randomly
inserted into the bitstream to remove artifacts caused by error
and INTER-prediction drift. When the INTRA-frame is lost, these re-
ceived INTRA-MBs can be used to improve the quality of the sub-
sequent frames.

In detail, each pixel of the lost INTRA-frame is filled by 128, and
each 4� 4 block of a later received frame (the mth frame) is recon-
structed according to its block type:

– INTRA block
The block is decoded as in the conventional decoder.

– INTER block predicted by one-hypothesis
Suppose the motion vector of this block is mv0, pointing to
the ðm� 2Þth frame. We can approximate its motion vector
to the ðm� 1Þth frame by 1

2 mv0, based on the assumption of
linear translation. Then for each pixel p, we can find its ref-
erence pixel p1 in the ðm� 1Þth frame with 1

2 mv0, and refer-
ence pixel p2 in the ðm� 2Þth frame with mv0, as shown in
Fig. 5a. If p1 is within an INTRA-MB but p2 is not, we set
p ¼ p1; otherwise, p is decoded as in the conventional deco-
der. Fig. 5b gives the illustration for the EC of pixel p.
Frame (m-a Frame (m-2)  

p1p2

m v 0

I s p 2 a n I N T R A p i x e l ?

p

I s p 1 a n I N T R A p i x e l ?

N O 

p = p 1 D e c o d e p d i r e c t l y

Y E S 
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N O 

I

p
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b c

Fig. 5. The reconstruction of INTER pixe
– INTER block predicted by two hypotheses
Suppose the two motion vectors of this block are mv1 point-
ing to the ðm� 1Þth frame, and mv2 pointing to the ðm� 2Þth
frame. For each pixel p, we can find its reference pixel p1 in
the ðm� 1Þth frame with mv1, and reference pixel p2 in the
ðm� 2Þth frame with mv2, as in Fig. 5a. If p1 is within an
INTRA-MB but p2 is not, we set p ¼ p1; if p2 is within an
INTRA-MB but p1 is not, we set p ¼ p2; otherwise, p is
decoded as in the conventional decoder. Fig. 5c gives the
illustration for this EC process.

To implement this algorithm, we only need to save the positions
(indices) of the INTRA-MBs in the previous two frames, when the
current frame is reconstructed. So the increase of memory is
neglectable.

4. Simulation results

In the simulation, we compare both the compression effi-
ciency and error resilience ability between THMCPF and AMCP,
using the H.264/AVC reference software version 11.0 (main pro-
file) [25]. The comparisons between AMCP and the loss-aware
rate-distortion optimized MB mode decision algorithm (LARDO)
are also given [24]. Video sequences News (QCIF, 300 frames,
10 fps), Foreman (QCIF, 300 frames, 7.5 fps) and Football (QCIF,
250 frames, 15 fps) are used in the simulation, compressed
according to the specifications in [28]. All the block sizes from
4� 4 to 16� 16 are allowed for the motion estimation/compen-
sation and the search range is ½�16;16�. For each sequence, only
the first frame is encoded as an INTRA-frame, and all the subse-
quent ones are encoded as INTER frames. One fixed QP is used
for the whole sequence, and its value is adjusted to achieve dif-
ferent bit rate.

Suppose the compressed video is transmitted though a packet
loss channel, and one packet contains the information of one
frame. So the loss of one packet will lead to the loss of one entire
frame. The simulated packet loss patterns are obtained from [29],
with loss rate P = 3%, 5%, 10%, or 20%. PSNR is used for the objective
measurement, which is computed using the original (uncom-
Frame m1)  
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ls in the case of INTRA-frame loss.



Table 1
The parameter values in the config file of THMCPF and AMCP

Parameter name Value Comment

RandomIntraMBRefresh 0/2 Number of forced INTRA-MBs per picture
NumberReferenceFrames 2 Number of previous frames used for INTER

motion search
UseFME 1 Use fast motion estimation

(UMHexagonS)
SymbolMode 1 Entropy coding method is CABAC
RDOptimization 1 R/D optimization enabled
DirectModeType 1 Direct mode type (spatial)
BReferencePictures 1 B pictures are used as references
WeightedBiprediction 1 Weighted prediction for B picture is used

(explicit mode)
UseConstrainedIntraPred 1 INTER pixels are not used for INTRA-MB

prediction
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pressed) video as reference. Given a packet loss rate P, the video se-
quence is transmitted 60 times, and the average PSNR for the 60
transmissions is calculated at the decoder side.

4.1. Comparison between THMCPF and AMCP

In the reference software, the bidirectional prediction of B pic-
tures is generalized to support forward/forward and backward/
backward prediction pairs, in addition to the already used for-
ward/backward pair [30]. B pictures can also be used as the refer-
ence for the following frame. Due to these generalized form of B
pictures, we use B frame to implement the frame with two refer-
ences (hypotheses) for both THMCPF and AMCP. The weighted pre-
diction mode for B frame is enabled to carry out different
weighting parameter h1 (h2), which goes from 0:125 to 0:875. For
a frame predicted by one-hypothesis in AMCP, e.g. the frame with
index n, the reference-list-reordering technique provided by
H.264/AVC is used to make frame (n� 2) the default reference.
And during the motion estimation process, ref_idx_l0 is restricted
to be 0 for each MB in frame n. By using these encoding techniques,
the generated bitstreams of THMCPF and AMCP are both H.264/
Fig. 6. The visual results of applying different error concealment methods on Foreman for
original encoded frames without loss, (b) the lost frame is reconstructed by copying the
2th frame in the sequence, (d) the decoded 30th frame in the sequence, (e) the PSNRs o
AVC standard compatible. Since THMCPF is a special case of AMCP
with N ¼ 0, the algorithm in Section 3 is used to conceal the lost
frames for both THMCPF and AMCP. In Table 1, we list the major
parameter values used in the simulation. Note that in the config file
of the reference software, parameter RandomIntraMBRefresh is used
to represent the number of forced INTRA-MBs per picture. We will
use the name IntraRefresh for short in this paper.

We first give an illustration about the performance of UMCTI in
AMCP, with N = 5 and h2 = 0.5. Foreman is used as the testing se-
quence. The frame-copy error concealment is also simulated for
the comparison. Suppose a single frame is lost. The reconstructed
video frames are shown in Fig. 6, with the frame indices indicated
on the top. The first row shows the original encoded frames, with
frame index 0, 1, 2 and 30. Suppose the 1th frame is lost, and it
can be concealed at the decoder by copying the previous frame,
or using the algorithms introduced in Section 3 (UMCTI–AMCP).
The two reconstructed frames are shown in Fig. 6b, labelled COPY
and UMCTI, respectively. Note that when the lost frame is con-
cealed by UMCTI–AMCP, case 2 of the algorithm is satisfied to
reconstruct frame 1 and frame 2. After the concealment, the subse-
quent frames can be decoded as usual, and we also show the cor-
responding 2th frames in Fig. 6c and the 30th frames in Fig. 6d for
the illustration. The PSNRs of the six frames in the second and the
third rows are listed in Fig. 6e. By using UMCTI–AMCP to conceal
the lost frame, the video quality at the decoder side has been im-
proved a lot.

Fig. 7 compares the RD curves of THMCPF and AMCP, under dif-
ferent packet loss rate, P ¼ 3%, 5%, 10% or 20%. The RD curves at
the encoder side (P ¼ 0%) are also plotted, to give a comparison be-
tween the compression efficiencies. The weighting parameter h2 is
0.5 for both THMCPF and AMCP, and the Interval parameter N for
AMCP is 5. In Fig. 7a, i.e. the fist row, Random INTRA-MB Refresh is
not used (IntraRefresh = 0); in Fig. 7b, i.e. the second row, the number
of forced INTRA-MBs for each INTER-frame is 2 (IntraRefresh = 2).
Note that in both Fig. 7a and b, additional INTRA-MB can be encoded,
if it has a lower RD cost in the encoder mode decision procedure. As
illustrated in the figure, the compression efficiency of AMCP is better
a single frame loss, N = 5 and h2 ¼ 0:5 in AMCP. The lost frame is the 1th one. (a) The
previous one (the left figure) or by UMCTI–AMCP (the right figure), (c) the decoded
f the frames in (b)–(d).
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than THMCPF for all the tested cases. For example, in the two figures
of News sequence, the PSNR of AMCP is about 0.34 dB higher than
that of THMCPF at bit rate 48 kbps. When loss occurs, AMCP per-
forms better than THMCPF for most of the cases. With IntraRe-
fresh = 0 and loss rate P ¼ 20% in Football, the average PSNR of
AMCP is about 0.75 dB higher than that of THMCPF at bit rate
266 kbps. As the percentage of INTRA-MBs increases, i.e. IntraRefresh
goes from 0 to 2, the gap between AMCP and THMCPF may decrease,
especially for Foreman sequence. Since the randomly inserted IN-
TRA-MBs help to suppress the error propagation for both algorithms,
the gain of AMCP over THMCPF is reduced.

Fig. 8 gives the comparison between THMCPF and AMCP with
different weighting parameter h2. Fixed bit rate is used. The Inter-
val parameter N for AMCP is 5, and the packet loss rate is P ¼ 3% or
P ¼ 10%. Random INTRA-MB Refresh is not used in the first col-
umn, and in the second column, the number of forced INTRA-
MBs for each INTER-frame is 2. From the figure we can see that
when h2 increases, the compression efficiencies of both methods
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Fig. 7. The RD curves of THMCPF and AMCP for different packet loss rate (P ¼ 0%, P ¼ 3%

parameter N for AMCP is 5. In the first row, Random INTRA-MB Refresh is not used (In
(IntraRefresh = 2).
decrease, due to the larger weighting parameter for the long-dis-
tance reference frame. For the same bit rate R and parameter h2,
AMCP compresses better than THMCPF. One reason is that
although two-hypothesis can improve the coding efficiency by a
better prediction, the improvement can not compensate the over-
head caused by sending double motion vectors. If packet loss oc-
curs, as we can see from the figure, the average PSNR of AMCP is
above THMCPF for most of the cases. The smaller h2, the larger
the gap is. For example, with IntraRefresh = 2, h2 ¼ 0:125, and loss
rate P ¼ 10%, the average PSNR of AMCP is about 0.76 dB higher
than that of THMCPF in News, and about 1.63 dB higher in Football.
For a large h2, the performances of these two methods are similar.
This is consistent with the discussions in Section 2.3. To make a
balance between the compression efficiency and error resilience
capability, generally a moderate value of h2 (e.g. h2 ¼ 0:5) can be
used for both AMCP and THMCPF. When the loss rate is small,
e.g. P ¼ 3%, we can observe from the figure that the decoder PSNRs
of AMCP in News or Football are very close when h2 goes from
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Fig. 8. Comparison between THMCPF and AMCP for different weighting parameter h2, at a given bit rate. The Interval parameter N for AMCP is 5, and the packet loss rate is
P ¼ 0%, P ¼ 3% or P ¼ 10%. In the first column, Random INTRA-MB Refresh is not used (IntraRefresh = 0); in the second column, the number of forced INTRA-MBs per frame is
2 (IntraRefresh = 2).

Table 2
The average PSNR of AMCP with different Interval parameter N (h2 ¼ 0:5)

News (IntraRefresh = 0, 48 kbps) News (IntraRefresh = 2, 48 kbps)

PSNR Delta-PSNR PSNR Delta-PSNR

P: 0% 3% 5% 10% 20% 0% 3% 5% 10% 20% 0% 3% 5% 10% 20% 0% 3% 5% 10% 20%

N = 0 35.54 33.10 32.18 28.98 25.04 0.00 0.00 0.00 0.00 0.00 34.71 33.16 32.51 30.06 26.84 0.00 0.00 0.00 0.00 0.00
N = 3 35.86 33.20 32.42 29.09 25.00 0.32 0.10 0.24 0.11 �0.04 35.05 33.23 32.65 30.10 26.68 0.34 0.07 0.14 0.04 �0.16
N = 5 35.88 33.44 32.48 29.47 25.34 0.34 0.34 0.30 0.49 0.30 35.05 33.44 32.70 30.41 26.98 0.34 0.28 0.19 0.35 0.14
N = 7 35.91 33.26 32.31 28.98 24.96 0.37 0.16 0.13 0.00 �0.08 35.06 33.29 32.55 30.04 26.70 0.35 0.13 0.04 �0.02 �0.14

Foreman (IntraRefresh = 0, 64 kbps) Foreman (IntraRefresh = 2, 64 kbps)

N = 0 34.38 30.33 28.42 24.85 21.67 0.00 0.00 0.00 0.00 0.00 34.21 30.94 29.26 26.13 23.01 0.00 0.00 0.00 0.00 0.00
N = 3 34.66 30.62 28.89 25.34 21.93 0.28 0.29 0.47 0.49 0.26 34.47 31.06 29.60 26.39 23.10 0.26 0.12 0.34 0.26 0.09
N = 5 34.70 30.62 28.59 25.45 21.84 0.32 0.29 0.17 0.60 0.17 34.46 31.02 29.26 26.43 23.03 0.25 0.08 0.00 0.30 0.02
N = 7 34.78 31.10 28.74 25.32 21.85 0.40 0.77 0.32 0.47 0.18 34.55 31.48 29.41 26.33 23.06 0.34 0.54 0.15 0.20 0.05

Football (IntraRefresh = 0, 256 kbps) Football (IntraRefresh = 2, 256 kbps)

N = 0 32.70 31.17 30.50 28.34 25.85 0.00 0.00 0.00 0.00 0.00 32.67 31.28 30.69 28.66 26.26 0.00 0.00 0.00 0.00 0.00
N = 3 32.84 31.43 30.89 28.92 26.44 0.14 0.26 0.39 0.58 0.59 32.82 31.44 30.96 29.10 26.63 0.15 0.16 0.27 0.44 0.37
N = 5 32.86 31.52 30.94 29.09 26.63 0.16 0.35 0.44 0.75 0.78 32.83 31.55 31.03 29.26 26.84 0.16 0.27 0.34 0.60 0.58
N = 7 32.88 31.49 30.95 28.96 26.58 0.18 0.32 0.45 0.62 0.73 32.83 31.51 31.07 29.13 26.84 0.16 0.23 0.38 0.47 0.58

446 M. Ma et al. / J. Vis. Commun. Image R. 19 (2008) 437–449



Table 3
The parameter values in the config file of LARDO

Parameter name Value Comment

NumberReferenceFrames 2 Number of previous frames used for INTER
motion search

UseFME 1 Use fast motion estimation (UMHexagonS)
SymbolMode 1 Entropy coding method is CABAC
RDOptimization 3 Loss-aware R/D optimization
LossRateA P � 100 Expected packet loss rate of the channel
NumberOfDecoders 30 Numbers of decoders used to simulate the

channel
RestrictRefFrames 1 Does not allow reference to areas that have

been INTRA updated in a later frame
UseConstrainedIntraPred 1 INTER pixels are not used for INTRA-MB

prediction
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0.125 to 0.875. In these situations, h2 ¼ 0:125 can be used for
AMCP as it provides the highest compression efficiency.
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Fig. 9. Comparison between LARDO and AMCP (N ¼ 5 and h2 ¼ 0:5). (a) The RD curves o
packet loss rate P ¼ 5%. (b) The average PSNR for different packet loss rate (P ¼ 3%, 5%, 1
at the encoder are also plotted (P ¼ 0%).
We also study the effect of Interval parameter N (N ¼ 0;3;5;7)
on the performance of AMCP, with and without Random INTRA-
MB Refresh. The weighting parameter h2 is 0.5 and the bit rate
is fixed for a specific sequence. The average PSNRs are shown in
Table 2, with packet loss rate P ¼ 3%, 5%, 10% or 20%. The encoder
PSNR is also presented under P ¼ 0% to show the compression
efficiency. To give a clearer illustration, we present the difference
between the PSNR with N 6¼ 0 (N ¼ 3, 5 or 7) and the PSNR with
N ¼ 0 (THMCPF) for the same loss rate, as shown in the column
named Delta-PSNR. From the table we can see that AMCP with
N ¼ 7 has a better compression efficiency than other ones. If loss
occurs with loss rate P, AMCP with N ¼ 5 achieves the highest
PSNR in most of the cases for News and Football. For Foreman,
the performance of AMCP is similar for N ¼ 3, 5 or 7. We can in-
crease N a little to improve the performance of AMCP, i.e. from
N ¼ 0 to N ¼ 3 and N ¼ 3 to N ¼ 5 in the table. On the other
hand, a larger Interval length can lead to a higher randomness
for the packet loss position, thus making the performance of
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f LARDO and AMCP at the encoder side (P ¼ 0%), and those at the decoder side with
0% or 20%). The bit rate is fixed for a specific sequence, and the corresponding PSNRs
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AMCP unstable. Due to these facts, a moderate Interval parame-
ter, i.e. N ¼ 5, is preferable.

4.2. Comparison between LARDO and AMCP

In the simulation, we also compare the performance of AMCP
with the loss-aware rate-distortion optimized MB mode decision
algorithm (LARDO), which has been implemented in the reference
software [24]. In LARDO, when the mode and reference frame is se-
lected for each MB, the expected decoder distortion is considered in
the RD optimization process, instead of the distortion caused by en-
coder quantization only. In order to do this, the channel statistics are
supposed to be known. In traditional hybrid video coding, the enco-
der includes a decoder for INTER-frame prediction. So in the encoder
of LARDO, there are K copies of such decoder, which operate inde-
pendently based on the channel statistics. Therefore, the expected
distortion at the decoder can be estimated from these K decoders.
As the loss rate of the channel increases, more MBs are tentatively
to be encoded as INTRA to decrease the decoder distortion. For more
details about LARDO, please refer to [24]. In Table 3, we list the ma-
jor parameter values of LARDO used in the simulation. Suppose the
LARDO encoder can know the true packet loss rate (P), and the lost
frame is concealed by copying the previous one. The parameters
used for AMCP is N ¼ 5 and h2 ¼ 0:5.

Fig. 9a is the comparison between the RD curves of LARDO and
AMCP at the encoder side (P ¼ 0%), and those at the decoder side
with packet loss rate P ¼ 5%. For AMCP, the number of randomly
inserted INTRA-MBs in the INTER-frame (IntraRefresh) is adjusted,
so that the encoder RD curves of AMCP and LARDO can overlap
on the whole. As illustrated in the figure, the RD curve of AMCP
with P ¼ 5% is about 0.35 dB higher than that of LARDO in News.
For Foreman and Football, the average PSNR of AMCP is about 0.1
and 0.7 dB lower than that of LARDO, respectively. These results
indicate that for a sequence with relatively simple and small mo-
tions, or with a large static background, such as News, AMCP is a
better choice than LARDO. The reason is that when packet loss oc-
curs, error concealment can work well in such sequences. In other
words, temporal interpolation can reconstruct the frames with a
similar quality as those using INTRA-MB refresh, but the corre-
sponding bit rate is much lower.

Fig. 9b compares the performance of AMCP and LARDO under
different packet loss rate, P ¼ 3%, 5%, 10% or 20%. The correspond-
ing encoder PSNR (P ¼ 0%) is also presented to show the compres-
sion efficiency. The bit rate is fixed for a specific sequence.
Different QPs are used to encode the video sequence three times.
And the same scheme as in Fig. 8 is used to interpolate the PSNR
for a given bit rate. We can see from the figure that for LARDO,
the encoder PSNR (P ¼ 0%) is different for different loss rate P,
since the encoder needs P to control the number of INTRA-MB in-
serted. As a result, a larger P will lower the compression efficiency.
For AMCP, we also adjust the number of forced INTRA-MBs in the
INTER-frame as in Fig. 9a, to make the encoder curves of AMCP
close to those of LARDO. As shown in the figure, for a given loss rate
in News, the average PSNR of AMCP is about 0.33 dB higher than
that of LARDO, except for P ¼ 20%. In Foreman, the average PSNR
of AMCP is 0.15 dB higher than that of LARDO at P ¼ 3%. In low loss
rate conditions, most of the frames are correctly received and have
a good quality. Thus they can help in temporal interpolation to
reconstruct the lost frames with a good quality.

Although the decoder PSNR of LARDO is higher than that of
AMCP for some simulated cases, AMCP still has some advantages
over LARDO. It can be preferred in a sequence with slow motions
and in the condition with low loss rate, as shown in Fig. 9. In addi-
tion, the complexity and memory requirement of AMCP are much
lower than those of LARDO. In the encoder of LARDO, there are K
independent decoders, so the complexity and the memory require-
ment are as K times as those of the traditional encoder. On the
other hand, the complexity of AMCP is similar as that of the tradi-
tional one, and its memory requirement is the same as the one
using two previous frames for INTER motion search. Note that in
the simulation, we manually adjust the number of forced INTRA-
MBs in the INTER-frame of AMCP, so that the encoder curves of
AMCP and LARDO can overlap on the whole. Actually AMCP can
be jointly used with other error resilience algorithms which are
based on INTRA-MB refresh, such as [31,32]. However, this is out
of the main focus of this paper.

5. Conclusion

In this paper, we propose an error resilience approach named
alternate motion-compensated prediction (AMCP), where two-
hypothesis and one-hypothesis prediction are combined, with an
alternate pattern. The Interval parameter N and the weighting
parameter h2 can be combined to adjust its compression efficiency
and error resilience capability. Extension of AMCP to layered cod-
ing is also given, as a way for multicast of video over the Internet.
In addition to this, the appropriate error concealment method for
AMCP is discussed, i.e. unidirectional motion-compensated tempo-
ral interpolation (UMCTI) [27]. It can be further used to enhance
the reconstructed video quality.
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