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Abstract— Wireless networks have been widely deployed in
recent years to provide high-speed Internet access to mobile
users. In traditional IEEE 802.11 wireless LANs, all users directly
connect to an access point (AP) and all packets are forwarded
by the AP. As a result, the coverage and capacity of the network
is limited. If ad hoc mode is adopted in both the AP and
mobile nodes, the one hop connections from AP can be extended
to multiple hops. Such arhitecture, termed WIANI (Wireless
Infrastructure and Ad-Hoc Network Integration) in this paper,
is able to extend the network coverage beyond the coverage of
APs. Furthermore, the users may take advantage of the ad hoc
connections to forward local data and hence alleviating the traffic
load through the AP and increasing the network capacity.

In this paper, we propose a dynamic load-balancing protocol
for WIANI in which all APs and nodes operate in ad hoc mode.
Our protocol consists of two parts: the load-balancing zone form-
ing and weighted x−hop routing algorithms. Using simulation, we
show that our protocol improves system throughput and reduce
packet delivery delay.

Index Terms— Multi-hop wireless LAN, load-balancing rout-
ing, infrastructure network, ad hoc network, IEEE 802.11

I. INTRODUCTION

THE penetration of IEEE 802.11-based wireless networks
(the so-called “WiFi”) into our homes, offices, and cafes

has provided users ubiquitous broadband Internet access [1].
These wireless networks make use of “infrastructure” mode,
where an access point (AP) offers wireless users in its coverage
access to the Internet. Although the 802.11 networks offer high
data rate, the transmission range is limited by the one-hop
connections in the infrastructure networks (usually less than
100m indoor or 250m outdoor). Employing ad hoc mode in
802.11 in both APs and mobile nodes can extend traditional
wireless local area networks (WLAN) to multiple hops, thus
increasing the coverage and reducing the needs of additional
infrastructures [2]–[5]. Such architecture is called WIANI
(Wireless Infrastructure and Ad-hoc Network Integration) in
this paper.

Different from traditional WLAN, nodes in WIANI may
connect to an AP through multiple hops or communicate to
each other without going through an AP. In Fig. 1 we illustrate
the WIANI architecture. The APs are connected by a wired
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network (such as an Ethernet). The traffic among APs always
goes through the wired network. In wireless channel, the APs
and nodes communicate using ad hoc mode. WIANI differs
from the mobile ad hoc networks, in which there are no APs
providing services to the nodes.

There are a number of benefits of the WIANI architecture.
We briefly discuss them here.

• Extended wireless coverage and reduced deployment
cost: In the traditional WLAN, a node must be located
within the coverage area of some AP to receive wireless
services. WIANI extends the coverage area by ad hoc
connections. Such a solution is particularly useful in
handling temporary needs. If a transient user population
moves into an area with no AP coverage, WIANI can be
used to provide immediate wireless services. Obviously
deploying more APs to cover the popular area may be a
long-term solution. However, covering a large area by
single-hop WLAN may require a lot of APs, among
which some may not be useful most of the time. There-
fore, multi-hop solution is more appropriate to handle
transience. By deploying WIANI, fewer APs are required
to provide wireless services in the same area. Hence the
deployment cost can be reduced.

• Performance enhancement: First, with ad hoc support, a
node has more opportunities for path selection to route its
data through the network. It may use a path through an
AP or just use ad hoc nodes to forward its data if the AP is
congested. Second, a mobile node with low battery power
may choose closer neighbor to forward packets to an AP
rather than send directly through a long distance. Hence
the node significantly reduces the energy requirements for
communication. Meanwhile, communicating with closer
nodes also increases the received signal quality and hence
allows the 802.11 protocol to operate at the higher data
rate.

• Load-balancing among APs: In traditional WLAN, the
uneven distribution of users may leads to congestion of
some APs. While in WIANI, since a node can connect to
an AP in a multi-hop way, the traffic load can be better
balanced.

To realize such a multi-hop WLAN, there are a number of
challenges and issues, such as channel access and assignment,
routing and fairness issues, etc. One of the most important
issues to be considered is the routing protocol for the network
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Fig. 1. A unified multi-hop WLAN architecture.

since the connections to an AP are extended to multiple hops
and the local ad hoc routing is enabled. Plenty of routing
protocols have been proposed for mobile ad hoc networks,
such as DSDV, AODV, DSR and so on [6]–[9]. However,
these protocols do not take into consideration the advantages
of using the APs in the network. Therefore, we propose in this
paper a dynamic load-balancing routing protocol for WIANI.

Our proposed protocol consists of two parts: the load-
balancing zone forming and weighted x−hop routing algo-
rithms. A zone for an AP is defined by the nodes that have
default route to it. In our zone forming algorithm, the APs
broadcast beacons periodically to let the nodes join the zones.
In the weighted x−hop routing, a dynamic weight is assigned
to each node and AP according to its traffic condition. A
path with the lowest weight is selected as the best route. The
number x limits the traveling hops of a route request (RREQ)
and hence reduces the communication overhead.

Our main contribution in this paper is the presentation and
performance study of a new WIANI architecture. We simulate
WIANI in NS2 to evaluate the performance of our routing
algorithm in terms of delay, throughput and served users, etc.
Our results show that our load-balancing scheme achieves
better system performance comparing to AODV and k−hop
routing protocol [4].

There has been much work on wireless LAN and ad hoc net-
works. However, most of them treats the two types of networks
separately without considering a unified architecture [10]. Wu
et al. propose a system named iCAR which integrates cellular
system with ad hoc relays [11], [12]. Such integration is also
studied in another protocol called Heterogeneous Wireless
Network [13]. In them, the cellular system uses a frequency
band different from that of the ad hoc networks. It requires two
radios in each device, leading to a more expensive solution.
Our study differs primarily in that we are considering a unified
wireless system in which the bandwidth may be shared by all
users, and hence the performance improvement with ad hoc
relay is not obvious. Lin et al. propose a bridging protocol to
enable multi-hop connections from a node to an AP [14]. The
case for a Multi-hop WLAN is also presented in [5], which
modifies the MAC layer to enable multi-hop wireless path
establishment. We proposed a mixed-mode WLAN framework
to enhance the performance of WLAN and address the hot-spot
congestion problem [2], [3]. This work differs by considering
a more general system which involves both ad hoc routing and

routing to zone APs in network layer.
List et al. propose a routing protocol similar to AODV for

k−hop networks, in which wireless hops in ad hoc connections
are upper bounded by k [4]. Our work differs from it in
the following ways: 1) We have a zone forming protocol to
maintain topology information. 2) We assign dynamic weights
to nodes according to traffic conditions in the nodes for making
routing decision. 3) Although we also use TTL to limit the
traveling hops of route requests, the number may be different
among nodes while the k−hop networks predefine the same
limit for all nodes.

Load-balancing routing protocols have been studied in
different networks including wired (ATM and optical) and
wireless (hot-spot, ad hoc and sensor) networks [15]–[17].
However, the previous schemes focus on different systems
with different characteristics. Hence it is not straight forward
to apply them in other environments.

The rest of this paper is organized as follows. We present
in Sect. II the framework of load-balancing zone forming.
Weighted x−hop routing is presented in Sect. III. Simulation
results are presented in Sect. IV. We conclude in Sect. V.

II. LOAD-BALANCING ZONE FORMING FOR WIANI

In this section, we describe the detailed protocol of load-
balancing zone forming. A zone is defined as the set of
nodes virtually associated to the same AP through one hop or
multiple hops. Here, the association to a AP means the node
maintains a default route to the AP. The APs send beacons
periodically to gather and maintain the zone information.
On receiving a beacon, a node makes decisions on which
zone (AP) to join and then responds. In the following, we
first describe the unified multi-hop wireless LAN architecture.
Then we discuss the detailed load-balancing zone forming
algorithm.

A. The Architecture of WIANI

In WIANI, there are a number of APs and nodes as shown
in Fig. 1. The APs are connected to the wired network (such
as the Internet). In the wireless channel, all the APs and nodes
use a unified ad hoc mode to communicate with each other.

In such a network, the APs provide Internet services and
inter-network connectivities to the mobile users. The local
communications among nodes may be routed either along the
ad hoc nodes or through the APs. Therefore, the APs should
know that which nodes they need to serve and each node
need to maintain a route to an AP. Such routes may change
dynamically as nodes move around. To accomplish such a
purpose, we deploy an AP-driven beaconing mechanism to
form a zone for each AP. A joining cost is assigned to the
beacon message. A node receiving a beacon makes joining
decision based on the cost and sets default route to the AP
with the lowest cost by sending a reply. The AP discovers the
nodes of its zone from such replies.

B. Load-Balancing Zone Forming

To balance the traffic load among the APs, we propose
a load-balancing zone forming protocol based on AP-driven
beaconing. The beaconing process works as follows.
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Fig. 2. The BEACON message format.

TABLE I

THE AP LIST MAINTAINED IN A NODE.

AP ID seq hops next hop cost
0 21 2 15 15.93
1 5 4 11 23.11
· · · · · · · · · · · · · · ·

Each AP periodically transmits a beacon (BEACON) mes-
sage. The format of the beacon message is shown in Fig. 2.
The fields AP and seq are the unique AP ID and sequence
number of a beacon message. Each AP increments its own
beacon sequence number before it sends a beacon message.
From the two firelds, a node knows whether the message is
new or not. The TTL (Time-To-Live) field determines how
many hops that a message is to be forwarded. The hop field
records how many hops that a message has traveled. The initial
cost of a beacon is assigned by the AP according to its traffic
load and number of nodes in its zone.

Upon receiving a beacon message, a node processes it
according to the flow chart shown in Fig. 3. If the beacon
is from a new AP, which is not currently in the AP List of the
node, the node adds the AP to its AP List. The AP List of a
node maintains the APs that a node can reach. The node only
uses the default zone AP to forward data if there is no routing
error. If there are errors when a node sends data to its zone
AP (such as the links are broken due to mobility), it may use
one of the other APs in the list. An example of the AP List
is shown in Table I. The meaning of the fields are as follows:

• AP ID — The unique ID of an AP;
• seq — The sequence number of the last beacon from the

AP;
• hops — The number of hops that a node is away from

the AP;
• next hop — The next hop to forward packets to the AP;
• cost — The cost of joining the zone of the AP.
After the new AP is added, the node computes the cost to

join the new zone (of the new AP). When the cost is lower
than the current cost by a given threshold T , the node flips a
coin to determine whether it will switch to the new zone or
not. In this way, the node does not switch its zone whenever
the new cost is lower, thus avoiding the instability (oscillation)
effects in zone forming.

If the node switches to the new zone, the node sends a
Route Reply (RREP) message to the AP and updates its default
route to the new AP. The RREP message is similar to the
RREP in AODV. It contains the routing information to the
node. The intermediate nodes who forward the RREP message
also process the packet and update their route to the RREP
source. After that, if the beacon’s TTL field is larger than 0,
the beacon is again forwarded by the node with an updated
hop and cost. If the TTL is zero, the beacon will be discarded.

If the beacon is from the current zone AP, the node checks
the sequence number to see if it is a new beacon. If it is new,
the node updates its cost to the AP accordingly and replies a

Fig. 3. The flowchart of beacon process in a node.

RREP. Then the node forwards the beacon with updated hop
and cost if the TTL is larger than 0. If the beacon is with an
old sequence number, it is discarded.

Upon receiving the RREP message, the zone AP updates
the zone topology by maintaining a node list consisting of the
nodes in the zone. When a node joins a zone (by sending a
RREP to the AP), the AP adds an entry for it in the node list.
A default route to each node is updated by the RREP of each
beacon. If the AP does not receive the RREP from a node
after a certain number of beacons, the node will be removed
from the list (i.e., from the zone).

As a node determines which zone it joins according to the
cost in each beacon, such cost needs to be properly assigned
to achieve load balancing among the zones (APs). The AP
assigns an initial cost c0 to a beacon according to the traffic
load (in the past beacon interval) across it and the number of
nodes in its zone. When a node i receives a beacon, it updates
the cost to the AP in its AP List. If the node belongs to the
zone or it determines to switch to the zone, it adds its own
cost ci to the cost in the beacon and then forwards the beacon.
Therefore, the total cost to join a zone is the cost sum of the
AP and intermediate nodes, i.e.,

Cjoining =
∑

ci, i ∈ beacon forwarded path. (1)

III. DYNAMIC WEIGHTED x−HOP ROUTING

The support of ad hoc routing enriches the path selections
in the network and reduces the potential traffic load through
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the AP. Hence the multi-hop architecture achieves better load-
balancing than traditional WLAN. However, how to select a
proper (or optimal) route becomes a more significant issue in
a multi-hop WLAN. To address the routing issue, we propose
a weighted x−hop routing similar to AODV based on our
load-balancing zone forming. We use the topology information
obtained in zone-forming to reduce the routing overhead as
compare to ad hoc routing. In the following, we discuss three
essential separate phases in the routing protocol.

A. Beaconing

Our routing protocol attempts to trade off the routing re-
quests by the periodical beaconing. Since the beaconing helps
the APs and nodes maintain default routes to others in the
network, a source may use the default routes to forward data
to the desired destination. The requirement of route requests
is hence reduced.

As we describe in Sect. II-B, the beacons not only help a
node to select and join a zone, but also allow it to update
its default route to its zone AP. To respond the beacon from
its zone AP, A node sends a reply message in the form of an
AODV-style RREP. It specifies how long the route is valid and
is unicast back to the AP. The intermediate nodes also process
the message and cache a route with a certain weight to the
source node. The weight is the total cost of the intermediate
nodes in the cache path. Hence, the AP also has the weights
to every node in its zone. In this way, the beaconing mech-
anism helps the APs and notes to maintain weighted routing
information. Depending on different applications, such weight
metric can be power, stability or residual bandwidth in a node.
We use residual bandwidth as our simulation metric.

B. Route Discovery

There are three types of route discovery in our protocol for
local communications, outgoing or incoming traffic. In the first
case, the source and destination are in the same network (e.g., a
campus network). The source initials a Route Request (RREQ)
flood that is limited to x hops, where x is the number of hops
that the source is away from the zone AP. A node with cached
route to the destination responds a RREP which consists of a
weight to the destination. If the destination replies a RREP,
the initial weight is set to zero. The zone AP also replies a
RREP to the source with an initial weight from the AP to the
destination. When the RREP travels back to the source, the
weight will be cumulated by the intermediate nodes. If the
source receives multiple RREP, it selects the path with lowest
weight to forward data.

If the destination is not in the same network, i.e., the traffic
is outgoing, the node directly sends data to its zone AP. The
AP will relay the traffic to the desired destination. An AP does
not respond to the RREQ from a node which is not in its zone.

If an AP receives an RREQ with a destination in its zone,
it sends a RREP with the weight information collected by the
most recent beaconing. When an AP receives data orienting
a node in its zone, it forwards the data using the route
maintained by beaconing. If the route for a specific node is
expired, the route recovery is performed by the AP.

TABLE II

SIMULATION SETTINGS.

Transmission Range 250m
Radio Propagation Model Two-ray Ground

Simulation Duration 120s
Mobility Model Random way-point

Pause Time 0s
Medium Access Protocol IEEE 802.11 DCF

Link Bit-rate 2 Mb/s
Packet Size 1000 bytes

C. Route Recovery

Although we may use the same route recovery mechanism
as in AODV, in our protocol, only APs and source nodes per-
form route recovery. When an AP receives a packet orienting
a node with expired route, it triggers a beacon to refresh its
zone topology and a route error (RERR) with the destination
address to other APs in the network. Upon receiving a RERR
message, if an AP has valid route to the destination, it responds
a RREP to the AP sending the RERR. Otherwise, if an AP
finds the destination in the next beacon, it sends a RREP to
the original AP.

If a source using an ad hoc connection without going
through an AP encounters a route error, it uses the path to
its zone AP as a backup. On receiving such packets, the AP
will forward them to the destination by the default route.

IV. ILLUSTRATIVE NUMERICAL RESULTS

In this section, we present the simulation results of our load-
balancing routing (LBR) protocol. We implement our protocol
using NS 2 (version 2.27) with CMU wireless extension.
The common parameters for all the simulation runs are listed
in Table II, which are similar to those in [4]. We compare
our results to AODV and the k−hop routing protocol (KRP)
proposed in [4].

For all experiments, we choose 100 mobile nodes to roam
around a rectangular area of 2400m× 600m at four different
speeds of 1, 5, 10 and 20 m/s. Four APs are placed 600m
apart and 300m from the top and bottom of the simulation
area. Each data point in the results are the average of 5 runs
of different traffic files. The generated traffic is comprised of
TCP or UDP (constant bit rate of 50 kb/s) communications
between mobile sources and sinks. We use the random way-
point mobility model with a distribution of 15 : 35 : 35 : 15 for
each 600m× 600m squared areas (for both original positions
and motion destinations of the mobile nodes). The mobile
nodes move in a velocity from 1 to 20 m/s. The beacon
interval in all APs is set to 3 seconds. Our initial set of
tests involves a network with 30 active connections (10 inner
connections, 10 outgoing ones and 10 incoming ones).

In Fig. 4, we show the distribution of the number of nodes
served by the APs in a traditional single-hop wireless LAN
versus in a multi-hop wireless LAN with load-balancing zone
forming. Clearly, not only the number of nodes served is
significantly improved, but the distribution of nodes served by
different APs are more uniform. Therefore, Our zone forming
scheme achieve substantially better load-balancing.

In the following, we compare our results to AODV and the
k−hop routing protocol (KRP) proposed in [4] in term of: 1)
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Fig. 4. The number of nodes served comparing to a single-hop WLAN.

(a) End-to-end path latency. (b) Average packet deliver rate.

Fig. 5. Performance comparison among LBR, KRP and AODV.

end-to-end path latency, 2) packet delivery ratio (PDR), and
3) network throughput.

We plot in Fig. 5 (a) the average end-to-end path latency
of the active connections versus different mobility velocity. In
most cases, LBR achieves shorter end-to-end delay comparing
to AODV and KRP.

In Fig. 5 (b), we plot the packet delivery ratio defined by
the percentage of packets that reach their destination over the
total packets generated. Clearly, as mobility velocity increases,
the PDR of the three schemes decreases accordingly because
link errors are more likely to happen in higher mobility
environments. However, our LBR have higher PDR comparing
to the other two schemes.

Fig. 6 shows the network throughput using both TCP and
UDP traffic flows. In both cases, the network throughput
decreases with respect to mobility velocity due to the same
reason as in PDR. Our LBR achieves consistently higher
throughput when TCP flows are used. When UDP flows are
used, LBR and KRP have similar throughput which is higher
than AODV.

V. CONCLUSIONS

In this paper, we present a dynamic weighted x−hop routing
algorithm with load-balancing zone-forming for a new unified
multi-hop WIANI architecture. Using simulations, we show
that with our load-balancing scheme, WIANI achieves better
performance in terms of delay, PDR and network throughput
comparing to AODV and KRP.

This is an ongoing research work. Our next step is to extend
our routing protocol to support multicasting and Quality-of-
Service (e.g. support applications with delay or reliability

(a) TCP flows. (b) UDP flows.

Fig. 6. Network throughput comparison.

requirements) in such a unified multi-hop WIANI.
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