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ABSTRACT
Rate control is a complicated problem in the H.264/AVC coding
standard, extra computation is usually needed for the existing rate
control schemes to estimate the complexity of frames or macroblocks
(MBs). However, during transcoding, information from precoded
video could be used to simplify the rate control. In this paper, we
propose a low-complexity rate control scheme for transcoding from
H.263 to H.264/AVC. The relationship between the rate of the pre-
coded video and both the rate and distortion of the transcoded video
are studied. By using only the rate information from the precoded
video, we introduce a row-layer bit allocation and perform average
rate shaping across a row of MBs. Estimation error diffusion is also
introduced. The proposed scheme has sufficiently lower computa-
tional complexity than other methods as there is no explicit com-
plexity measurement of MBs and complicated parameters updating.
Experimental results show the effectiveness of the proposed scheme.

Index Terms— Video coding, video signal processing

1. INTRODUCTION

H.264/AVC is the most current international video coding standard
jointly developed by ITU-T and ISO/IEC [1]. With various new tools
to enhance the ability to predict the picture content, it outperforms
all of the existing standards, such as H.263+ and MPEG-4, in terms
of coding efficiency. Therefore, H.264/AVC is suitable for video
application in all areas and intended to replace the existing standards.

Video transcoding facilitates the deployment of H.264/AVC by
providing an efficient way to convert existing video content to and
from H.264/AVC. During the transcoding process, it is important to
regulate the bitrate to meet the rate constraints of the target applica-
tion. An adaptive quadratic rate-distortion model has been proposed
for H.264/AVC [2], and some well-known schemes for other existing
coding standards, such as H.263+ TMN-8 [3], etc, can also be used
as well. However, due to the rate-distortion optimization method for
motion estimation and mode decision in H.264/AVC, the complex-
ity of MBs cannot be easily determined for rate control algorithm.
Either predictive or two-pass method is usually used to estimate the
complexity of MBs. This introduces extra computation and may re-
sult in inefficient rate control because of the error of the estimated
complexity of MBs.

Some studies have developed simplified and efficient rate con-
trol schemes for H.264/AVC transcoding by re-using the information
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from the coded bitstream [4,5]. In [4], adaptive method for calculat-
ing QP for I and B frame is proposed, and in [5], the method applies
on frame-level bit allocation and QP selection only. In this paper,
we present a simple rate control scheme for H.263 to H.264/AVC
transcoding, which aims at reducing computational complexity and
maintaining high quality. We have studied the relationship between
the rate of the precoded video and both the rate and distortion of the
transcoded video. Based on this relationship, a MB-level rate control
is developed by using the bit information from the precoded video
to perform average rate shaping across a row of MBs. In addition, a
row-layer rate control is introduced to allocate the target number of
bits for each row and also distribute the estimation error by diffusion.

The rest of the paper is organized as follows. Section 2 discusses
the observations we have and the relationship between the precoded
video and the transcoded video in terms of both the rate and distor-
tion. In Section 3, the proposed rate control algorithm is presented in
details. The performance of the proposed rate control scheme is eval-
uated by comparing with adaptive quadratic rate-distortion model
proposed for H.264/AVC [2], and end with concluding remarks in
Section 5.

2. RATE AND DISTORTION OF TRANSCODED VIDEO

We are going to discuss our observations which lead to the proposed
rate control. Then, statistical analysis will be given on the relation-
ship between the rate of the precoded video and both the rate and
distortion of the transcoded video.

2.1. Relationship between Precoded Video and Transcoded Video

The rate of the transcoded video usually depends on several factors,
they are the video content, the quality of the precoded video and
the QP for re-encoding. The basic idea of the proposed rate control
is based on the following two observations: We first assume that
the QP for re-coding is fixed. Therefore, the rate of the transcoded
video, in general, is determined by both the content and quality of
the precoded video. However, these two factors are closely related
to the rate of the precoded video. In other words, the higher output
rate will give a better quality of the output video, and more bits is
usually needed for encoding a complex scene than a simpler one in
order to achieve same level of quality in terms of PSNR. Therefore,
it may be possible to establish a relationship between the rate of the
precoded video and the rate of the transcoded video.

Second, we believe that the distortion of the transcoded video is
somehow correlated with the rate of the precoded video. For exam-
ple, in the precoded video, if more bits are used to code MB i than
MB j, this means MB i contains more details or residual energy than
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Fig. 1. Scatter plots of the rate of the precoded video against the rate of the
transcoded video
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Fig. 2. Scatter plots of the rate of the precoded video against the distortion
of the transcoded video

MB j. We expect that MB i is also relatively harder to predict than
MB j in the re-encoding process. Therefore, MB i provides more
room for introducing distortion than MB j.

Based on the above two observations, the rate of the precoded
video will potentially give us some valuable information about the
behavior of both the rate and distortion of the transcoded video which
should be useful in developing a simple rate control algorithm.

2.2. Statistical Analysis

To study the relationship between the rate of the precoded video and
both the rate and distortion of the transcoded video, four test se-
quences, including foreman, coastguard, stefan and akiyo, are coded
into H.263 using fixed QP 8 at QCIF resolution and then transcoded
into H.264/AVC using fixed QP 32 by their reference codec [6, 7].
Samples are taken at every fifth frames.

The relationship between the rate per frame of the precoded
video and that of the transcoded video has been studied in [5] and
frame-layer rate control is proposed based on their results. However,
the frame-level relationship is not able to capture the variation of
content within a frame. In order to understand the variation of con-
tent, we further study the relationship in a per-row basis. The reason
of choosing per-row instead of per-MB is that different prediction
modes supported in H.264/AVC introduce a large variation of the
rate at MB-level. It is hard to approximate the relationship between
the rate of the input and the output MB. Figure 1 shows four scat-
ter plots between the average number of bits per row of the MBs in
the precoded and transcoded video. The results reveal that they are
likely to have a linear relationship. With the linear relationship, the

number of bits per row can be estimated from input video and the
variation across the frame can be known. Due to space limitation,
the graph for different QPs is not shown here, however, they show
similar linear relationship with different slopes.

Similarly, Figure 2 shows some scatter plots between the rate of
the precoded video and the distortion of the transcoded video. Both
the rate and distortion are measured in per-MB basis. Two obser-
vations can be made from these figures. First, we observe that the
MB which used more coding bits in the precoded video tends to has
higher distortion in the transcoded video. This verifies that our sec-
ond observation in previous sub-section. Our second observation is
that there are some samples with very low coding bits in the precoded
video, but large distortion is resulted after transcoding. This can
be explained by investigating the skipped mode in both H.263 and
H.264/AVC. When skipped mode is used in H.263 or H.264/AVC,
the MB is copied from the previous frame so that the coding bits are
effectively zero, except the bit used in header indicating the MB is
being not coded in H.263. However, skipped mode still introduces
distortion. The distortion depends on how good the MB copied from
the previous frame, in other words, it depends on the distortion of
the copied MB. It breaks the relationship between the rate and the
distortion. Therefore, a large distortion is possible even the rate of
the MB in the precoded video is very small.

3. PROPOSED RATE CONTROL

Having illustrated the relationship between the rate of the precoded
video and both the rate and distortion of the transcoded video, we
proposes a simple and yet efficient rate control scheme for fast transcod-
ing based on the number of bits spent to code the MBs of the pre-
coded video. The proposed rate control scheme attempts to regulate
the bitrate of the transcoded video such that the average rate variation
across a row and a frame is similar to the precoded video. In other
words, more bits will be allocated to the MB which uses more bits in
the precoded video. The details will be presented in section 3.3. In
addition to the frame-layer bit allocation and the MB-layer rate con-
trol, the row-layer bit allocation is introduced. It selects the target
number of bits for each row based on the relationship between the
precoded rate and the target rate. Also, after encoding all the MBs
in a row, We handle the estimation error between the estimated and
the actual encoded number of bits by evenly distributing the error to
the remaining MBs in the frame. This can avoid sudden change in
QP due to unexpected high or low bits used for some MBs.

We first define Nrow and Ncol be the number of row and column
of MBs in a frame respectively. And, bi,j and b̃i,j is the number of
bits used for coding the MB at row i and column j in the precoded
video and the transcoded video respectively.

3.1. Frame-Layer Bit Allocation

Many papers suggest that the number of bits allocated for a given
frame should depend on its complexity. Therefore, the available
number of bits can use more effectively over a video sequence. How-
ever, these methods allow a certain degree of bit fluctuation over
a short period of time and tolerate for longer delay. In the pro-
posed rate control scheme, a simple frame-layer bit allocation used
in TMN-8 is adopted to allocate the target number of bits B for each
frame depending on the buffer fullness W [3].

B =
C

F
− ∆, (1)
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where C and F are the channel and frame rate respectively and ∆ is
defined as follows:

∆ =

�
W/F W > ZM,

W − ZM otherwise.
(2)

By default, Z = 0.1 and M = C/F . This feedback mechanism
maintains steady buffer occupancy.

3.2. Row-Layer Weighted Bit Allocation and Estimation Error
Diffusion

The proposed row-layer rate control consists of two parts, they are
the weighted bit allocation and the estimation error diffusion. The
weighted bit allocation performs before coding the first MB of each
row. With the linear relationship of the bits per row of MBs between
the precoded video and the transcoded video, it assigns the target
number of bits for each row according to the variation of bits per
row of the precoded video. Then, the initial target average number of
bits for each row is computed. After finished coding of each row, the
estimation error diffusion is used to distribute the estimation error to
the remaining non-coded MBs in the current frame and also updates
the target average number of bits for each of the remaining row.

3.2.1. Weighted Bit Allocation

The initial target number of bits for ith row, Bi, is calculated as
follows

Bi = α ×
Ncol�
l=1

bi,l (3)

where α = B
�Nrow

k=1
�Ncol

l=1 bk,l

is the ratio of the target number of

bits of the current frame to the total number of bits its spent in the
precoded video. Then, the initial target average number of bits for
ith row, B̄i, is calculated by

B̄i =
Bi

Ncol
(4)

For a given row, this value is updated after encoding each MB on
that row. In the MB-layer rate control, the QP is determined in order
to keep this value close to the one calculated based on the precoded
video as shown in Section 3.3.

3.2.2. Estimation Error Diffusion

The error between the estimated and achieved number of bits, e, is
usually controlled by involving the available number of bits for re-
maining MBs in QP calculation. The QP will be adjusted for the
subsequent MBs if the number of bits spent by the current MB is un-
expectedly large or small. The change of QP introduces some over-
head and affects the quality of the immediately subsequent MBs.
The estimation error diffusion will diffuse or distribute e to the re-
maining MBs of the current frame equally at the end of each row.
This has an advantage over the traditional method that the impacts
on error will be shared by all the remaining MBs. Let Nnon−coded

be the number of non-coded MBs of the current frame. The error per
non-coded MB is given as

ē =
e

Nnon−coded
(5)

And, the initial target average number of bits for the remaining row
will be updated.

B̄i = B̄i + ē (6)
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Fig. 3. The variation of coding bits (left) and the one of averaged coding
bits (right) across a row

3.3. Macroblock-Layer Rate Control

As shown in section 2.2, the distortion after transcoding tends to
be larger if the input MB spent more bits to code. So, it would be
better to preserve the shape of the rate usage or rate variation across
a row, even across a frame. In Figure 3, an example of coding bits
for each MB across a row in the stefan sequence is shown on the left.
It can be noted that the fluctuation is pretty large as there are some
MBs used zero bits. However, the plot on the right shows another
representation of the same row with a smoothed curve. The value
of y-axis for MB j is the average number of coding bits from MB j
to the end of the row. The proposed MB-layer rate control is based
on this average number of coding bits and attempted to shape the
average number of bits of the output video such that it is similar to
the one of the precoded video across a row. The average number of
coding bits from the jth MB on row i to the end of the row of the
precoded video is formally defined as

b̂i,j =

�Ncol
k=j bi,k

Ncol − j + 1
(7)

A simple QP selection scheme is based on the QP of previous MB,
QPprev, the target average number of bits for jth MB on row i, B̄i,j ,
and the possible error correction factor, δ. We define

B̄i,j =

�
B̄i j = 1,
B̄i,j−1×(Ncol−j+1)−b̃i,j−1

(Ncol−j)
otherwise,

(8)

The above equation updates the target average number of bits after
encoding a MB on row i. The QP for j +1th MB on row i is chosen
according to the following conditions

QPj+1 =

���
��

QPj + 1 B̄i,j+1 < αb̂i,j+1 − δ,

QPj − 1 B̄i,j+1 > αb̂i,j+1 + δ,

QPj otherwise,

(9)

where δ = arg maxk≥j αb̂i,k × 0.5. The starting QP for the first
MB is simply specified by the user or it can be determined by the
method proposed in [5]

In the above equations, the QP increases (decreases) when the
target average number of bits for the remaining MBs is less (greater)
than the value obtained from the precoded video by Eq. (7) minus
(plus) δ. The δ is the half of the maximum average number of bits
for the remaining MBs of the row i of the precoded video, in other
words, this is the maximum allowable error which is expected to be
able to compensate in the remaining MBs of this row. By selecting
the QP using Eq. (9), QP will adjust gradually and match the average
number of bits of row i in the transcoded video with the precoded
video. This can avoid a noticeable different quality between adjacent
MBs in a row. Additional constraints are added in frame-level and
row-level for the same reason. The difference between the QP of
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Table 1. Comparison of performance achieved by JVT-G012r1 and
the proposed scheme for QCIF sequences to 64kbps and 96kbps

Sequence Achieved bitrate (kbps) PSNR (dB) ∆ PSNR
JVT Proposed JVT Proposed

Foreman 64.04 64.01 32.45 32.67 +0.22

QP=18 96.00 96.05 34.55 34.72 +0.17

Foreman 64.04 64.06 31.22 31.51 +0.29

TMN8-384kbps 96.00 96.02 33.30 33.51 +0.21

Akiyo 64.07 62.73 45.34 46.35 +1.01

QP=18 96.09 95.22 48.86 49.59 +0.73

Akiyo 64.12 63.00 40.38 40.98 +0.60

TMN8-384kbps 96.13 95.59 42.34 42.86 +0.52

Children 64.14 63.80 27.11 27.23 +0.12

QP=18 96.24 95.77 29.59 29.87 +0.28

Children 64.14 63.45 26.03 26.14 +0.11

TMN8-384kbps 96.20 95.42 28.75 29.04 +0.29

Stefan 64.03 64.36 24.94 25.00 +0.06

QP=18 96.05 96.34 26.59 26.64 +0.05

Stefan 64.07 64.30 24.17 24.30 +0.13

TMN8-384kbps 96.06 96.24 25.96 26.17 +0.21

Table 2. Comparison of performance achieved by JVT-G012r1 and
the proposed scheme for CIF sequences to 256kbps and 384kbps

Sequence Achieved bitrate (kbps) PSNR (dB) ∆ PSNR
JVT Proposed JVT Proposed

Dancer 256.34 256.29 36.51 36.67 +0.16

QP=18 384.65 384.21 38.88 39.01 +0.13

Dancer 256.44 256.05 35.74 35.86 +0.12

TMN8-512kbps 384.55 384.06 37.92 38.11 +0.19

Flower 256.34 256.20 24.44 25 +0.56

QP=18 384.15 384.11 26.12 26.49 +0.37

Flower 256.33 256.36 24.85 25.33 +0.48

TMN8-512kbps 384.15 384.21 26.43 26.72 +0.29

the first MB in the adjacent rows is limited by ±2. And the QP of
current frame is clipped by the average QP of the previous frame,
Q̄P , as follows

QP = max (min(QP, Q̄P + 4), Q̄P − 4) (10)

4. EXPERIMENTAL RESULTS

In this section, the performance of proposed the rate control algo-
rithm is evaluated and compared with the rate control scheme pro-
posed for H.264/AVC in JVT-G012r1 [2]. A cascaded transcoder
was implemented using H.263 and H.264/AVC reference codec [6,
7]. The input H.263 video bitstreams are encoded at 30fps either
with fixed QP=18 or with TMN-8 enabled. This is used to verify
the effectiveness of the proposed algorithm in both situations. The
first frame is encoded as I frame with QP = 13. Then, the bitstream
is converted into H.264/AVC format. The output are encoded with
one reference frame, CAVLC, RDO disabled, search range ±16, all
INTER mode enabled and FME enabled. Four QCIF sequences and
two CIF sequences are tested.

Table 1 and 2 show the actual encoded bitrate and the PSNR
achieved by the proposed and JVT-G012r1 methods. A gain in PSNR
by the proposed algorithm over JVT-G012r1 method, up to 1.01 dB,

is observed. This is probably because the proposed algorithm takes
the variation of complexity across a frame into account. With the
knowledge of the variation of complexity, this avoids the bits used
on the MB with low complexity. In terms of encoded bitrate, the
proposed algorithm performs similarly and consistently as the JVT-
G012r1 method. However, in Akiyo sequence, the achieved bitrate
is a bit lower than the target bitrate because the average number of
bits per row is too small from the precoded video. However, the
proposed rate control scheme can achieve a higher PSNR than JVT-
G012r1 although the bitrate is a bit lower than expected.

5. CONCLUSIONS

We have presented a low-complexity yet efficient rate control scheme
for transcoding from H.263 to H.264/AVC using the rate informa-
tion from precoded video. A rate control algorithm with additional
row-layer rate control is proposed with no explicit MB’s complexity
measurement. The knowledge of the rate variation across the frame
is utilized to assign the bits in a per-row basis. Also, the estimation
error is shared by all the non-coded MBs with the estimation error
diffusion. The experimental results can be used to verify the effec-
tiveness of our scheme. In comparison with the rate control proposed
in JVT-G012r1, the proposed rate control can achieve higher PSNR
and require a significantly lower computational complexity.
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