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We address multicasting in a wavelength-routed WDM network in which each
destination node has different, as opposed to the traditional uniformhtseiny
different multicast groups. The weight, in practice, may reflect theujsojy
of that multicast group at the node. The objective is therefore to serve th
multicast groups so as to maximize the total weights of the multicast trees (or
equivalently to minimize the weighted overall blocking rate). We propose fo
this purpose a routing and wavelength assignment (RWA) heuristic thasse
the group of the largest weight first (LWF). Since LWF penalizes gsafgmall
weights, we also propose a fairness improvement (FI) heuristic thatan top
of LWF to achieve better fairness among the multicast groups in terms iof the
respective blocking rates. We show that LWF significantly reduces tighteel
overall blocking rate as compared with traditional schemes that do net tak
group weights into consideration, and Fl is effective in improving the lifack
fairness. Moreover, we show that FI does not trade off the ovel@atking rate
for fairness when the group weight heterogeneity is small, the group aize
small, or the network is densely connected, because of more effigerdfuhe
links. © 2004 Optical Society of America

OCIS codes060.2330, 060.4250.

1. Introduction

Wavelength-division multiplexing (WDM) is an effective tedque for making use of the
large amount of bandwidth in optical fibers to meet the badtwiequirements of appli-
cations. It is generally believed that the next-generalidernet will be largely based on
a WDM backbone I]. Multicasting is the transmission of information from os@urce to
multiple destinations simultaneously and is particularportant for many broadband ser-
vices, such as videoconferencing, distance learning, altasting. Therefore multicast-
ing support in future WDM networks is essential. In a wavetbrguted WDM network
two end nodes communicate by setting up an all-optical pigttit that can span a number
of physical links. When wavelength conversion is not possiblthe network, wavelength
continuity must be satisfied where all the links of a lightpat multicast tree (i.e., light-
tree) must use the same wavelength. In this paper we studicasiing in such networks.
A typical problem in multicasting is serving a number of nudst groups with a lim-
ited number of wavelengths with the objective of minimizthg overall blocking rate. The
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blocking rate can be either a session blocking rate or argggin blocking rated]. A ses-
sion blocking rate is an appropriate metric for applicagicsuch as distributed computing
and videoconferencing, that require all the destinatianbe reached for the communi-
cation to take place. The session is hence blocked withootlete multicast tree. For
many other applications it is acceptable to serve some ofi¢sénation nodes instead of
blocking the whole group; in this case a destination blogkiste is an appropriate mea-
sure. Traditionally, all the destination nodes are reghakethe same, and hence blocking
one or the other does not make any difference in terms of teati\blocking rate.

In this paper we generalize the WDM multicast model by asamm@i weight to each
multicast group at each destination node. One may thinkefithight as an indication of
the popularity of a group at a certain node. We study themgutnd wavelength assignment
(RWA) problem in such a system: We determine the multicast aind the wavelength
to serve each group. We are interested in minimizing the htedyoverall blocking rate,
defined as the ratio of the total weight lost due to unservei®sdo the total weight of all
the groups, and achieving fairness in the blocking ratesngntioe groups. For example,
if the weight of a node for a group is the number of group membéthe node, then the
weighted overall blocking rate is simply the overall en@ublocking rate. We show in
Fig. 1 an example of such a WDM network with two multicast groups sedrats; and
$p. The 2-tuple at each node represents the weight assignied tad groups. If a group is
assigned zero weight at a node, that means the node is not kanéon destination node)
of the group. In this example, nodésC, andD are members of group 1 and nodesB,
andD are members of group 2. In the following, for ease of exposijtive use the overall
blocking rate to refer to the weighted overall blocking rate

00) (0,0)

(7.,0)

Fig. 1. Sample WDM multicast network of two grougs.ands, denote the source nodes.
Tuple(i, j) at each node represents the weight assigned to the two groups.

To achieve a low overall blocking rate, we propose a RWA Istiarithat serves the
group of the largest weight first (LWF). We show that LWF sigrifidy reduces the overall
blocking rate as compared with traditional schemes thatatdake group weights into
consideration. LWF, however, penalizes groups of small latsigmaking their blocking
rate relatively high. To achieve more-uniform blockingasaand hence better fairness, we
propose a fairness improvement (FI) algorithm that runsoprof LWF. The FI algorithm
reallocates resources (through rerouting) from lighttycllked groups to serve more heavily
blocked groups. We show that Fl is effective in improving bhecking fairness. We also
study the effect of several factors on the performance agtiwo heuristics, such as group
weight heterogeneity, multicast group size, and networksitg in terms of the average
nodal degree. We show that FI does not trade off the overatKihg rate for fairness when
the group weight heterogeneity is small, the group sizesragd|, or the network is densely
connected, because of its more efficient use of the links.
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We briefly review previous work on WDM multicasting as followehere has been
much study focusing on the optimal RWA for a multicastinguest, possibly under vari-
ous constraints such as sparse light splitting and limigga pbower B—14]. On the other
hand, other studies address the RWA problem for satisfyialipte multicasting requests
simultaneously I5-20]. The requests can be either a batch request that needs ¢ovieel s
simultaneously or a long-term traffic matrix that is useddcilitate the network (logical
topology) design and configuration. Our study falls intogkeond group but differs in two
ways. First, our study uses a more general model in whickrifft weights are assigned to
the groups at the nodes to reflect their importance, whiclmbabeen considered before.
Second, our study focuses more on RWA with a limited numbewrafelengths, rather
than on minimizing the number of wavelengths needed to saitbe groups. Therefore
our objectives are not only to minimize the blocking rate &isb to serve the groups in a
fair manner.

The rest of this paper is organized as follows: In Secfipamve present the system
model and problem formulation. The LWF heuristic is presgémiteSection3, and the Fl
heuristic is presented in Sectidnlllustrative numerical results for the performance of the
two heuristics are given in SectidnWe conclude the paper in Sectién

2. System Model

The WDM network is modeled as an undirected gr&phb- (V,E), whereV is the set

of nodes with|V| = N andE is the set of links with E| = L. The nodes are labeled
V1, Vo, ..., VN. All of them have light-splitting capability, and hence tmeilticast tree built

on the graph is always realizable. The set of wavelengthiabla on each link is\ =
{A1,A2,...,Aw}, whereW is the total number of wavelengths. There is no wavelength
conversion capability at the network nodes, and hence thvelemgth continuity must be
met.

There areM multicast groups. Each multicast group is represented; as (s,Di),
wheres €V is the source node arig} C V is the set of destination nodes of the multicast
group. We define group spreaglfor groupi as the fraction of destination nodes of group
i in the network. Clearlyy; = |Di|/ (N — 1). w;j is the weight assigned to groupt node
vj €V, where

R if vi € Dj
Wi { 0 othjerwise ’ (1)
fori<i<Mand 1< j<N.

The RWA problem is to determine the route and wavelengtlyassént for each group
such that the overall blocking rate can be minimized givendloup distributiong; =
(s,Di),i =1,...,M. Clearly, we only need to considbft to be larger thaiV (otherwise,
all the multicast groups could be fully served). We denoteRRVA for groupi as a tuple
(Ti,A)), whereT; C E is the set of links used to serve the group ahd A is the wavelength
used on these links (all these links use the same wavelengttodvavelength continuity).
Note thafT; may or may not be a complete multicast tree spanning all tetérddion nodes
in the group. Led, denote the set of nodes dpnandn denote the overall blocking rate.
Then we have

2 Svev Wi
S 3w

The RWA problem can hence be formally stated as follows:

)

Determine:  (Ti,A{), fori=1,...,M;
To minimize: n;
Subjectto: A/ £\, if TNTj #£0.
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The constraint simply means that those multicast (sul®tsbaring some links must have
different wavelengths.

To evaluate the fairness among the blocking rates of thepgrowe first define the
blocking rate of group, n;, as the ratio of the weight lost due to the unserved nodesto th
weight of all its destination nodes:

o Zvj¢\/i Wij

i - 3)
s w
The fairness index (according to Jaitl]) is then given by
M . 2
f= [ZI=1 (1 nl)] (4)

MM (a-n)?

Note thatf € (0, 1], with the larger value meaning better fairness &re1 meaning perfect
fairness.

3. Minimizing the Overall Blocking Rate

Because the multicast RWA problem is nondeterministic potgial-time- (NP-) complete
[16], we propose a heuristic to minimize the overall blockinggria this section. Note that
the aforementioned RWA problem consists of two basic suidpros, namely, the routing
problem (determiningi) and the wavelength assignment problem (determihjhgThere
are in general two ways to solve the two subproblems: IncsRAtVA the multicast tree of
a group is first constructed irrespective of the waveleng#ilability on the links and is
then assigned a certain wavelength from the available wagéh pool. In dynamic RWA
a multicast tree is built on each wavelength graph (a sulbgoffs by removing the links
on which the wavelength is not available) and the best onedsen. Obviously, dynamic
RWA performs better than static RWA for better use of the avgths P]. We hence focus
on dynamic RWA in this paper.

With dynamic RWA, after a group is served, the correspondiagelength graph is
reduced due to the removal of the used links. In this procas® srodes would be discon-
nected in the wavelength graph because all the links intiolethem have been removed.
If this particular wavelength is used to serve another gilatgr, only a subset of the des-
tination nodes can be served. In other words, the multicasips served later are more
likely to be blocked. To minimize the overall blocking rate gquivalently, to maximize
the overall weight of the served groups), we serve the grétped WF.

The basic idea of LWF is to build multicast trees on all the ewgth graphs for
unserved groups, calculate the tree weights, find the gmayelength combination of the
largest weight, and serve that group with the correspondangelength. The next group to
be served is the one with the largest weight by use of the r@ngaivavelengths. Led;j
denote the weight of the served nodes in grguwith wavelengthAj. The above process
is simply finding the largest elemea;, in matrix {a“- } removing rowl and colummm,
and finding the next-largest element. Initially, all the gpe are unserved an{d;; } is an
M x W matrix. After the firsWW groups are served with different wavelengths, the algarith
proceeds to the second round of RWA, in which; } is an(M —W) x W matrix. Note that
each time a wavelength is used to serve a group the corresgowdvelength graph is
updated by removing the links on the multicast tree of thaugr The algorithm stops
either when all the multicast groups have been served (mpghélly) or when some
groups are completely blocked and her{taaj} is an all-zero matrix. The details of the
LWF algorithm are shown in Algorithr.

We illustrate in Fig.2 the last two rounds of RWA of a LWF operation, in which four
groups are still to be served by two wavelengths. Note that aérvingg, andgs with A1
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Algorithm 1 LWF
/* Initialization */

Ti—0;A —0
U—{agli=1,...,M} /* The set of unserved groups */
Gj—G /* The graphs on th&V wavelengths */
whileU # 0do

for all g € U do

for j=1toW do
Build the multicast tree fogi on G;: Tj;
Calculate the weight of the nodes servedly &
end for
end for
if {aj} is all-zerothen
STOP /* No more groups can be served */
else
A—{gilaij > 0}; B — {Aj|aj > O}
whileA# 0 && B# 0do
Am — Mg can, caldij} /* The largest weight */
T — TmA < Am I* g is served by(Tj,A{) */
UpdateGy, by removing links orly,
U—U-g;A—A-g;B—B—-MAn
end while
end if
end while

andA,, respectively, new multicast trees are built farandg, on the updated graphs on
the two wavelengths, and hence the weights are different fhe previous round.

The algorithm used to build the multicast trees can be anh@fekisting ones, such
as the Kou—Markowsky—Berman (KMB) algorithm, the minimupasning tree (MST)
heuristic, or the shortest-path tree (SPT) heuri2d.[In this study we chose the SPT
heuristic because of its simplicity and low source-to-thegion delay. The SPT heuristic
simply calculates the shortest paths from the source ttaltiestinations and aggregates
them by removing duplicated links. It has a complexity®fL + NlogN)[22]. The com-
plexity of LWF is primarily due to the building of the SPTs arktprocess of searching
for the largest element of and then updating (i.e., remotirggcorresponding row and
column of) matrix{aij } In each round the SPT heuristic is run foi| groups o'WW wave-
length graphs, leading to a complexity ©f|U|W (L+ N logN)]. If we use an Adelson-
Velskii and Landis (AVL) tree as the data structure for thegesss of searching and up-
dating matrix{a;j }, the complexity isO[JU|W log(|U|W)]. In generalW groups can be
served in each round, and hentH decreases frorvl to 0 in a step size ofV. There-
fore the LWF algorithm has the complexity 6f[M? (L + N logN) + M? log(MW)] or
O[M?(L+N logN + logM + logW)].

4. Improving the Fairness among Multicast Groups

Obviously, LWF achieves a low blocking rate by giving prigrib larger-weight groups,
leading to unfairness in the blocking rate. In this secti@ypnopose a Fl heuristic that runs
on top of LWF to address this.

The basic idea of Fl is to serve more nodes of the most seveliatited multicast group
by making use of the links previously assigned to other ligblocked groups, so that the
maximum blocking rate among the multicast groups can becestilF| takes the results of
LWF (i.e.,{Ti,A},ni}) as the input and outputs a modified RWA with better fairnessray
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9, 93] 94

A1| 28| 78| 56| 37 |:>
A2 | 26| 50| 35

A2 | 26| 72| 50| 35

1. Serveg, with\q 2. Servegy withh,

Update the graphs dn  akal
Rebuild multicast trees fd¥; ard), |,

and calculate respective weights

3 9, |94

4

18 <:| M| 16| 18
! A2 | 22| 20

4. Serveg, withi 3. Serveg,; withio

Fig. 2. lllustration of the LWF operation.

the multicast groups. Fl starts by determining the set ofelemgths that are assigned to
more than one group and then does the rearrangement for éalsno. Note that the
wavelength assignments are not changed, and the algomtamanges (reroutes) only the
multicast trees served by the same wavelength. If a waviiléagised to serve only one
multicast group, that group would be completely served antbarrangement is needed.

The rerouting procedure on each wavelength graph is asullBirst, from the set of
groups served by the same wavelength, find the grg)pw(th the largest blocking rate
(nmax) and the groupdy) with the lowest blocking rate (may be zero). Then for eactnef
blocked nodes im try to reconnect it to its current multicast tréethrough the shortest
pathP, assuming the links on trek, can also be used Wy in addition to the free links.
In serving this node with patR, some nodes on trél, can become unreachable from the
root. However, they can be reattachedrtpthrough a set of alternative shortest paths
When bothT; and Ty, are updated, the new blocking rate of the two groups is catled! If
the larger blocking rate is lower than the previgysy, it means that the largest blocking
rate on this wavelength has been reduced and the fairneapiisved. Then we re-sort the
blocking rate of the groups and try to make another round pfavement. If the rerouting
does not offer any improvement, we discard the changes gntb treconnect the next
blocked node irg,. Note that the blocked nodes are tried in random order instioigy. If
all the blocked nodes ig, have been tried without success, it means that reroutingpgro
Om cannot help, and we try the group with the next-lowest blogkiate. The rerouting
procedure on this wavelength stops until the worst-casekbig rate can no longer be
improved. The details of the Fl algorithm are shown in Algjom 2.

We show in Fig.3 an example of the FI operation based on HigTwo multicast
groups sourced af ands, are served by the same wavelength. Because group 1 has a
larger weight (24) than group 2 (10), LWF serves group 1 firee @utput is shown in Fig.
3(a), where group 1 is completely served, whereas only fbotegroup 2 can be served
with a blocking rate of 0.6. With this result, Fl first tries teconnect blocked node in
group 2 to its existing multicast tree, using links origlgalsed by group 1. As a result,
the same node as a member of group 1 must be blocked. Fl theridnieconnect it to the
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Algorithm 2 FI
[* The set of wavelengths serving multiple groups */
A {AFi # N =A] =N}
[* Rerouting multicast trees on each such wavelength graph */
for all Ay € Ado
NEXT: B« {gi|A| = A} /* Groups served by */
NI Nmax — Maxg ea{N;i } I* The largest; */
B—B- o]}
while B # 0 do
Nm < Ming.cg{Nni} /* The smallest); */
C — {blocked nodes o }
for all ve Cdo
Reconnect to T, through shortest path, assuming links offiy, also usable
Reconnect the blocked nodesgyf, if possible, toTy, through shortest paths
UpdateT; and Ty, and calculate the new andnm
Nimax < Max{ni, Nm}
if Nimax < Nmaxthen

GOTONEXT /* Improved, newg, andgm */
else
Restorel}, Tm, N1, Nm  /* No improvement, nexvy */
end if
end for
B«— B—gm /* gm cannot helg, try next */
end while

end for

partial tree of group 1 through an alternative path and saxéhrough the link between
(9,4) and (7,0). After this rerouting, group 1 is still corefdly served, and the blocking
rate of group 2 is reduced to 0.2. Then Fl tries to serve antbeked node\ of group 2.
However, reconnecting it to the current partial tree, élgqugh nodeC to D, will block
nodeD as a member in group 1, resulting in a blocking rate of 0.37§ifoup 1. This value
is larger than 0.2, and hence this change will not be applibd.output of Fl is therefore
group 1 with a blocking rate of 0 and group 2 with a blockingerat 0.2, which is a better
fairness than the output of LWF.

The complexity of the FI algorithm can be analyzed as foltoWse core of the algo-
rithm reroutes two multicast trees served by the same wagtie The rerouting proce-
dure involves reconnecting nodes to an existing tree thrahg shortest path, which has
the worst-case complexity @ (L+ N logN). The number of nodes to be reconnected is
O(N). The complexity of the rerouting procedure is he@d®&l (L + N logN)]. The rerout-
ing procedure is run on each wavelength graph between thebtazked group and all the
other groups. The number of times the rerouting procedurneniss O (M). Therefore the
worst-case complexity of the FI algorithm@[MN (L + N logN)]. Note that, if the multi-
cast groups represent the long-term traffic load, both LWFFRrm@in be computed offline
in advance to solve the RWA problem.

5. lllustrative Numerical Results

In this section we present illustrative simulation restdtsthe performance of LWF and FI
in terms of the overall blocking rate and fairness among thkicast groups. For compari-
son, we consider two other RWA schemes that do not take theogreights into consider-
ation. One is that all the groups are treated the same andmeisn a random order (RO).
The other is that the groups are served in decreasing ordaeimfnumber of destination
nodes or largest group first (LGF). Obviously, if all the goelnave the same weight, LWF
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(a) Multicast trees by LWF (b) Multicast trees by LWF+FI

Fig. 3. lllustration of the FI operation. The bold solid lines represent thiticast tree
for group 1, and the dashed lines represent the multicast tree fop @rof@) Output of
LWF, where the blocking rates of the two groups gie= 0 andn, = 0.6. (b) Output after
applying FI, where the blocking rates of the two groupsrare= 0 andn, = 0.2.

is simply LGF.

In studying their performance we consider the followingdas: The first is the weight
heterogeneity of the multicast groups. We use the followragiel for the group weights.
All the destination nodes of a group have the same weight denoted WwyWe do not
further differentiate the nodes in the same group for siaityliand this does not affect the
performance of the proposed heuristics because the affdetttors are the total weight and
the blocking rate of the group instead of the intragroup Wedlistribution. The weights of
theM groups follow the geometric relationship, i.@j,.1 /W =1—pfori=1,....M—1,
wherep € [0,1) is the heterogeneity factor. Clearly, largemeans higher heterogeneity,
and, whenp = 0, all the groups have the same weight.

The second factor is the group size. Serving a group withgetagroup spread tends
to use more links in the network and hence leaves less reso{oc serving other groups
and for rerouting. For simplicity, we consider that all thegps statistically have the same
group spread (denoted loy; i.e., for each group the source node is randomly chosérein t
network and any other node is a destination with probahifity

The third factor is the network density, which can be meabbyeaverage nodal degree
d. With the same number of wavelengths and network nodesgarldmeans more links
and hence wavelength channels for serving the multicasipgro

We use the National Science Foundation Network (NSFNETKklb@we as shown in
Fig. 4 to study the effect of the weight heterogeneity and groug. $izonsists of 14 nodes
(N = 14) and 21 links I = 21), withd = 3. The label on each link represents the cor-
responding link delay. When studying the effect of networksity, we generate 20-node
networks with different average nodal degrees by use of thergéa Tech Internetwork
Topology Models (GT-ITM) topology generator (with the Waam2 method) developed
by the Georgia Institute of Technolog®d].

The baseline parameters in our simulationsMre- 8, W =5, p= 0.2, a = 0.7, and
d = 3. Each data point is an average of 100 simulation runs (iG8,group distribution
scenarios).

5.A. Effect of Weight Heterogeneity

We show in Fig 5 the overall blocking rate achieved by the four RWA schemeseight
heterogeneityp increases. With RO and LGF the overall blocking rate is natidependent
of p since the two schemes do not consider the group weights.rtrast, LWF signifi-
cantly decreases the blocking rateasicreases because a largemeans that the weight
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of the blocked groups accounts for a smaller portion of thel tweight. When Fl is ap-
plied, we observe that the overall blocking rate is incrdasdargep values but decreased
at smallp values. The reason is as follows. With FI, to serve a blocksderof a small-
weight group, the blocked nodes of the larger-weight groap @ither be served through
rerouting or be blocked. In the former case the fairness eaimproved without sacrific-
ing the overall blocking rate, as the example in Fghows. In the latter case the overall
blocking rate would likely be increased. Whers small, the weight among the groups is
rather uniform, and hence the increase in the overall biagtate in the latter case is minor
and the overall effect of the two cases is a reduge®n the other hand, whemis large,
blocking a large-weight node may lead to a substantial as@én the overall blocking rate.
Therefore the overall effect is an increasgd

0.14

-o- RO
+ LGF
- LWF
—©— LWF+FI ]

Overall blocking rate n

I I
0 0.1 0.2 0.3 0.4 0.5

Group weight heterogeneity p
Fig. 5. Overall blocking ratq versus group weight heterogenefty

We next show in Fig6 the fairness index versys Clearly, Fl effectively improves the
fairness. Note that the fairness is measured in terms ofittok&ibg rate (or served portion)
of the groups. With the same blocking rate, a large-weightigrwould lead to a larger
overall blocking rate than a small-weight group, but thdiee on the overall fairness is
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the same. Therefore LWF achieves fairness similar to thataRd LGF. Moreover, the
fairness of all four schemes is independenpof

1

-0~ RO
+- LGF
- LWF

0.99F | —o— LWF+FI 1

0.98F E
—
x
(3]
e}
£
w 0971 q
3
e ® AN n
‘© ~ B - - _ -
w ~ -~ ~_ .- S~

N - - o~ - _ - ~ -
0.96 > - - ~ o <
S S -
T Sg - - _km o *
S~ -7 +
0.95F * 7 I
+ +
4
0.94 L L L L
0 0.1 0.2 0.3 0.4 05

Group weight heterogeneity p

Fig. 6. Fairness indexk versus group weight heterogenejty

5.B. Effect of Group Size

We show in Fig.7 overall blocking raten versus group spreaal. The blocking rate in-
creases witho because serving more destination nodes requires morerceso(wave-
length channels on the links). We observe that LWF substhntéduces the blocking rate
as compared with RO and LGF (by approximately 50% in this eoptejn\We also observe
that FI increases the blocking rate of LWF at only large valoks. At small a more
links are available for rerouting, and hence the blocking veith Fl can even be reduced
compared with the case without FI.

We show in Fig8 the fairness index versws We see that the fairness index decreases
asa increases. This is because more links are to be used to sgreeia. Consequently,
after serving the firatv groups of the largest weights, fewer links are left for segithe rest
of the groups, which hence have a larger blocking rate. ShmeéirstW groups can always
be completely served (with a blocking rate of zero), the kilog rate difference among the
groups becomes larger esncreases. Therefore the fairness index decreases. Wevebse
that the fairness index of RO, LGF, and LWF decreases fastregberl achieves much
better fairness.

5.C. Effect of Network Density

We show in Fig9 overall blocking rate) versus average nodal degikeAs d increasesy
decreases because more links are available to route tfie.tvdthend is large enough, all
the groups will be completely served irrespective of the Réheme used. However, when
there are limited link resources, LWF achieves significadtuogion in the overall blocking
rate compared with RO and LGF. Similar to the case for smaligrspread, Fl does not
trade off the overall blocking rate for fairness whers large, due to its more effective
rerouting with more available links.

© 2004 Optical Society of America
JON 3805 July 2004 / Vol. 3, No. 7 / JOURNAL OF OPTICAL NETWORKING 543



Overall blocking rate n

Fairness index f

0.25

T
-o- RO
+- LGF
- LWF B
—— LWF+FI e
0.2
0.15F
0.1F
0.05[
=t = | | I 1 1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Group spread a
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We show in Figl10the fairness index versuk As d increases, more groups enjoy low
blocking rate, and hence better fairness can be achieved-Mlik dependent od. Whend
is small, the number of links available for rerouting in thestage is small, and hence the
improvement is limited. Whed is large, LWF can already achieve low blocking rates for
the groups. Consequently, the improvement achieved byat$gsminor. In conclusion, Fl
is most effective in moderately connected networks (i.&h @&d of approximately 2.5).

6. Conclusions

In this paper we have considered a generalized WDM multicetstark model in which
different multicast groups can have different weights ahazode, so as to reflect different
popularity of the multicast groups at each node. We haveesddd two important issues in
such networks: minimizing the weighted overall blockinterand serving the groups fairly
in terms of their respective blocking rates. We have propos® heuristics, LWF and FlI,
to minimize the overall blocking rate and improve the fagseespectively. We show that
LWF significantly reduces the weighted overall blocking r@tecompared with traditional
schemes that do not take group weights into consideratide.diso shown to be effective
in improving the blocking fairness. Moreover, it does natie off the overall blocking rate
for fairness when the group weight heterogeneity is snfal group sizes are small, or the
network is densely connected, because of more efficientfutbe dinks.

As a final comment, we note that this study, as well as mosique\studies on multi-
cast RWA, assumes that a multicasting session can monegbézandwidth of the wave-
length assigned to it and hence does not take traffic groomiogonsideration44]. How-
ever, in many cases the multicast sessions may demand muehbandwidth. Therefore
multicast RWA with traffic grooming could be an interestingure research topic.
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