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ulticasting is an efficient way to deliver data
from a sender to multiple receivers [1]. One
of the main advantages of multicast over uni-
cast is the reduction of the network resources

sent to the receivers. As opposed to broadcasting, where
everyone receives the data, multicast delivers data only to a
group of interested users termed a “multicast group.” At any
time users may “leave” or “join” the group. Multicast proto-
cols achieve low network transmission overheads and high
user scalability by building an efficient multicast tree dynami-
cally upon each user leaving or joining (by means of pruning
or grafting). There are a number of exciting multimedia appli-
cations that make good use of multicast capability, such as
stock quote services, video-conferencing, pay-per-view TV,
Internet radio, and so on. Many of these multicast applica-
tions require security in data transmission, i.e., data can only
be exchanged among an exclusive group of users.

Traditional security measures are mainly applicable to a
unicast environment. For instance, data confidentiality, one of
the most important features in network security, can be
offered in this environment by means of a pair of keys. To
offer the same feature in multicast (i.e., data being exchanged
confidentially only among the members in the group), a naive
way is to employ the aforementioned secure unicast technique
between every pair of group members or between the server
and every client in the multicast group. Clearly this is not scal-

able: for N group members, O(N2) unicast connections must
be established. One of the major challenges of offering secure
multicast is to provide a secure service to a large group of
users whose identities are generally not known to each other.

We show in Fig. 1 an architecture of a secure multicast sys-
tem with a single sender and multiple receivers, where the
sender transmits data to receivers via a multicast network.
The control server is responsible for generating, storing, and
distributing keys to both the sender and the receivers. A
secure multicast system supported by key management gener-
ally offers the following security features.

Authentication: There are two types of authentication,
depending on whether the sender or receiver is verified (one
of the current techniques that supports user verification is dig-
ital signature [2]). Sender authentication is the process of reli-
ably verifying the identity of the sender. Receiver
authentication, on the other hand, aims at verifying the identi-
ty of the receiver. Since the sender usually provides the ser-
vice, in some multicast applications (such as video services)
only receiver authentication is required. One of the difficulties
in offering authentication in multicast is how to efficiently val-
idate the identities of a large number of users. If a group of
users join a multicast group simultaneously, it may incur fur-
ther problems such as join implosion.

Data Confidentiality: Confidentiality means that the con-
tent of a message must be shared only by authorized users.
Unauthorized intruders should not be able to make sense out
of the message by simply sniffing (or eavesdropping) on it. In
unicast communication, it can be achieved by encrypting the
data using, for example, the well-known RSA [3]. However,
offering data confidentiality is more difficult in the multicast
environment because a large number of users may be involved
and membership may change quite rapidly.
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Integrity: Integrity means that if the data is altered in
transit over the network, such an alteration should be
detected. One method to achieve this is message digest
(e.g., MD5) [4]. Efficient techniques for unicast communica-
tion may be straightforwardly applied in the multicast envi-
ronment.

In addition to the above, other features need to be provid-
ed, such as traffic confidentiality (i.e., protection of traffic
information such as its patterns from disclosure); non-repudi-
ation (i.e., neither the sender nor the receiver of a message
can deny the transmission); access control (i.e., access to
information resources may be controlled by or for a system);
and service assurance (i.e., resistance to certain attacks, such
as denial of service). These features, however, are not related
to key management issues and hence are out of the scope of
this article.

Data confidentiality is one of the most challenging prob-
lems in secure multicast. To achieve this, a secure multicast
scheme must address key management issues, which include
efficient organization and distribution of keys with low com-
munication overheads, key storage cost, and scheme complexi-
ty. This article reviews a number of such issues. Given that
group membership is dynamic, most of this article focuses on
reducing key delivery overheads and key storage requirement
in this environment.

Current key management mechanisms can be roughly cat-
egorized into four groups: key tree-based approaches; con-
tributory key agreements supported by the Diffie-Hellman
algorithm; computational number theoretic approaches; and
secure multicast framework approaches. After reviewing
some of the security issues and performance criteria for
secure multicast, we introduce the characteristics of each
category and illustrate how they work via examples. We end
with some comparisons and then with some concluding
remarks.

Security Issues and Performance Criteria
Due to the “open” nature of multicasting (i.e., no member-
ship control in the current protocols such as DVMRP, CBT,
and PIM-DM [5–7]), users in the network can join and leave a
multicast group at any time.1 Because of this, one can easily
eavesdrop data sent via multicasting. Data confidentiality can
be achieved by encrypting the multicast data with a key,
whereby the corresponding decryption key (the so called
“group key”) is shared among every current group member.
The main challenge is to allow only those users who have
access rights to the multicast group to have the group key. In

other words, a new member should not be able to decrypt the
multicast data sent before his joining (the so-called “backward
secrecy”) and a former member should not be able to decrypt
the multicast data sent after his leaving or eviction (the so
called “forward secrecy”) [9].

In order to provide such secrecy, whenever there is a mem-
bership change the data must be re-encrypted using a differ-
ent key, and the corresponding decryption key (i.e., the group
key) must be made known to all the members in the group.
The “Re-key” message is used to notify all members of any
key change, and the new key information (such as whether it
is an actual key or the information for generating a new key).
Since there may be a large number of users in a multicast
group, such overheads in key distribution and update can be
high if not managed properly.

There are several criteria for evaluating a key management
scheme. Note that different applications may focus on differ-
ent sets of criteria, depending on their specific concerns. For
example, a satellite pay TV system may be concerned more
with key storage and transmission requirements, while a mili-
tary system may be concerned more with security criteria. We
list below some important performance criteria. Note that we
have used | to denote concatenation (e.g., m1|m2 signifies
that message m1 concatenates with message m2), and {mes-
sage}key to denote encryption (e.g., {m}k signifies that mes-
sage m is encrypted with key k) (Table 1).

Scalability: Scalability refers to the handling of key changes
and efficient data distribution to a large group so as to reduce
key storage in both the control servers and users. An efficient
secure multicast system should be able to deal with a large
and highly dynamic multicast group. The following criteria are
usually used to evaluate the scalability of the system.

•The number of keys stored in each member and con-
trol server: In order to decrypt the multicast data, each
member must receive (or generate) the group key and
store it locally. In order to communicate securely with the
control server, each member may have an individual pri-
vate key (if asymmetric keys are used). Besides these two
keys, some key management schemes introduce yet anoth-
er type of key termed an “auxiliary key” (a.k.a., subgroup
key or key-encrypted key), which is used to reduce the
total number of re-key messages. All these keys incur stor-
age overheads. A control server must store all the keys in
use. Clearly, a large key pool not only requires extensive
memory but also increases the complexity of key manage-
ment. 

•The number (or size) of re-key messages: All group
key and auxiliary keys have to be updated upon member-
ship change and sent to the corresponding members. If re-
key messages are not managed properly, they may incur
other overheads, such as key re-transmission or key syn-
chronization.

•The number of keys generated on membership change:
In order to reduce the key storage requirement or the
number of re-key messages, some keys are generated in the
control server or by users upon membership change. Such
a burst of key generation may be processing-intensive. This
is especially critical for a low-power device.
Security: Some security criteria are listed as follows.

•Strength against collusion: Colluders are non-members
of a multicast group but they collude with each other to

� Figure 1. An example of a multicast system.
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1 Some new multicast protocols extend the traditional routing algorithm to
remedy this. However, there are still other security and practicality issues
that need to be addressed [8].
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retrieve the multicast data sent to the group. Some collud-
ers may have certain knowledge of the multicast group. If
the aggregated knowledge satisfies some certain conditions,
they can decipher the encrypted data. In a collusion-vul-
nerable system, there is generally a trade-off between key
transmission or key storage and the resistance against col-
lusion.

•Knowledge of the group members: Group members
may be required to be involved in key distribution or gen-
eration. This can be a potential security loophole when
members attack the system using their prior knowledge of
key generation or key distribution. Therefore, it is general-
ly advisable that members should not know too much
about key generation, key distribution, and the mecha-
nisms involved in establishing the security of the system.
Other Criteria: Besides the above, we list below other crite-

ria for secure multicast:
•The cost of establishing a secure multicast system:

There are two kinds of costs: the cost of establishing a con-
trol manager and the infrastructure of the system, and the
cost of the user machines.

•Implosion avoidance: Implosion generally occurs at the
point to which users are directed (such as the point to
receive key information). A centralized control server may
also have an implosion problem when a burst of members
joins or leaves the system.

•Symmetric key versus asymmetric key: Since a symmet-
ric key is easier to generate and encryption/decryption
algorithms based on it is less processing-intensive, a system
based on symmetric keys in general performs faster and is
more applicable to handheld devices such as smart cards.
However, secret sharing becomes critical in this system,
i.e., trusted parties must be involved in this system.

•Reliable multicast: Unlike TCP, traditional IP multi-
cast is based on best-effort delivery. Since some schemes
use multicast to distribute keys, keys may be missed, which
leads to overheads such as key synchronization. Therefore,
reliable multicast is required for these schemes.

Key Tree-Based Approach
In order to motivate the key tree-based schemes, we first dis-
cuss two simple (non-scalable) solutions for key management.

In the first solution each member establishes a pairwise
unicast channel with the control server. When a member joins
or leaves the multicast group, the server generates and dis-
tributes a new group key to each of the current members.

In this scheme, only two re-key messages are sent when a
new member joins: the new group key is encrypted by the old
group key and sent via multicast; and the new group key is
encrypted by the new member’s individual key and sent via
unicast to the new member. However, the cost for a group key
update upon a user’s leaving is proportional to the size of the
group. Clearly, this is a “join-friendly” approach.

In the second solution a key is assigned to every possible
subset of the current members. Therefore, each member holds
a number of keys equal to the total number of possible sub-
sets that include the member. In other words, for a group size
of N members, the server and each member must hold O(2N)
keys, which is high for a large N. Whenever a member leaves
the group, the multicast data can be encrypted with the key
corresponding to the subset without the departed member.
However, when a new member joins the group, new keys must
be generated and transmitted to every possible subset of
members formed with the new member. Clearly, unlike the
former scheme, this scheme is “leave-friendly” because a
user’s leaving does not incur any overheads, but there are high
overheads for a user’s joining.

Let us illustrate the above by an example. Say there are
three members of a group, A, B, and C. The server then holds
the following keys: KABC, KAB, KBC, KAC, and the individual
keys, while A holds the decryption keys corresponding to
KABC, KAB, and KAC, and likewise for B and C. The data is
encrypted with KABC in order to be multicast to all of the
members, and the members use the corresponding decryption
key to decrypt the data. If a member, A for example, leaves
the group, the server simply uses KBC to send the data to B
and C. Clearly, no new key needs to be generated for a mem-
ber’s leaving. However, if a new member, D for example, joins
the group, then new keys — KABCD, KABD, KBCD, KACD, KAD,
KBD, KCD — must be generated and sent to the relevant mem-
bers.

Clearly, both schemes are not scalable in terms of the num-
ber of users and dynamic traffic with members frequently join-
ing and leaving. Therefore, a tree structure for arranging keys
has been proposed, and we illustrate here how this benefits
the re-key messaging. In Fig. 2, the topmost diagram shows a
star structure used for the first simple (non-scalable) solution,
where the circled nodes represent keys and squared nodes
represent members. Since all members share only the same
group key (the root node), whenever there is a membership
change, the new group key has to be distributed individually
to each member.

To increase the scalability of the system, we split the mem-
bers into two (or more) groups and create a hierarchy with
two levels (refer to the second diagram in Fig. 2). Now, each
member belongs to one of the two subgroups and shares the
same subgroup key (i.e., the second-level internal node).
Therefore, if there is a membership change in a subgroup, the
subgroup key can only be distributed to the corresponding

� Figure 2. Extension of star structure to multi-level tree structure
to reduce re-key overheads.
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subgroup members instead of the entire group, thereby cut-
ting half of the key transmission overhead. The group key can
then be sent to all members using the subgroup keys instead
of sending it to each individual member. To reduce the re-key
overhead within a subgroup, we can “recursively” split each
subgroup to form multi-level subgroups. In this way, we
extend the hierarchy of two levels to a tree structure. By
arranging the keys in such a way, the total number of re-key
messages sent by the control server can be greatly reduced.
There are a few schemes based on this key tree-based
approach [10–14].

The key tree-based approach arranges all group members
at the leaves of a “logical” key tree stored in a control server.
Due to the hierarchical nature of the tree, different members
may share the same nodes with other members (e.g., the root
is shared by all members). Associated with each node is a key.
All the members emanating from the same node share a com-
mon key, the so called “subgroup key.” The key at the root is
the group key. In this way, a member is associated with the
other members through sharing the same key. Note that these
subgroups are not mutually exclusive so a member can belong
to more than one subgroup. Whenever a subgroup of mem-
bers needs to be informed that there is a key change, we can
encrypt the new key with the subgroup key and send it via
multicast instead of unicasting to each of the subgroup mem-
bers.

Therefore, each member is assigned the same number of
keys as the height of the key tree. The number of re-key mes-
sages is hence logarithmic to the group size according to the
tree height. However, because of the many keys in the system,
higher storage requirements for both the control server and
members is necessary. Therefore, there is a trade-off between
key transmission and key storage [15].

We now discuss more specifically the hierarchical key tree
scheme (a.k.a. logical key hierarchy) [10, 11]. The hierarchical
key tree is a logical tree structure of a multicast group. The

tree is stored in the control server. In the tree, group mem-
bers are arranged at the leaves and the internal nodes store
keys (see Fig. 3 for a k-ary tree with depth d). There are three
types of keys. The first type is a group key, K1, used to
encrypt/decrypt multicast data; the second type is a subgroup
key (such as K d–1 and K d) used to encrypt/decrypt other keys
instead of the actual data; the last type is the individual key, I.
Each member holds the keys along the path from itself (the
leaf) all the way to the root. Therefore, for the case of mem-
ber u, u holds K1 , … , K d – 1 , Kd. Each subtree in the entire
key tree is a subgroup and each member is assigned to more
than one subgroup. For example, member u belongs to groups
Gd , Gd –1 , … , G1.

When a membership change occurs, apart from the group
key, all keys held by the new or former member must be
changed in a bottom-up manner. For example, if u leaves the
group, we first need to change Kd to a new subgroup key, say
Kd

′, and send it to all the members who shared Kd with u (i.e.,
u’s siblings in the tree). Since Kd is known by u, the control
server has to encrypt Kd

′ by each members’ individual key and
send it to them by unicast. After sending Kd

′, the process can
be propagated one level up. Now, Kd – 1 must be changed.
Since Kd is changed to Kd

′ , which is unknown to u, the control
server can encrypt the new Kd–1 by all subgroup keys, includ-
ing Kd

′ , and send it to all subgroups in the (d – 1)th level. We
repeat the same process upward one level at a time until it
reaches the root where K1 is changed. Then all the keys,
including the group key, held by u are changed.

If u is a new member joining the group, in order to guaran-
tee backward secrecy, all the keys from Kd to K1 must be
changed. Since u knows nothing about the keys in the group,
when the control server changes Kd to a new key Kd

′, then Kd
′

can be encrypted by Kd and multicast to u’s sibling and unicast
to u. Similarly, this process can be propagated upward one level
at a time, with the control server multicasting the new keys to
the subgroups under the key and unicasting the key to u.

� Figure 3. A k-ary key tree.
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If we assume that the key tree is a k-ary full tree, after each
membership change, the number of re-key messages per leave
and join are proportional to the depth of the key tree, log k n,
where n is the group size. For each leave, the updated keys at
each level must be sent k times (one for each branch). For
each join, the updated keys at each level must be sent twice
(one for multicasting to the old members and one for unicast-
ing to the new member). Therefore, the number of re-key mes-
sages per leave and join are k logkn and 2 logkn, respectively.

As an example, in Fig. 4 we show a hierarchical key tree of
degree three with nine members, u1 to u9 . The key at the
root, K1 – 9 , is the group key. K1 – 3 , K4 – 6 , and K7 – 9 are sub-
group keys for subgroups {u1, u2 , u3}, {u4, u5, u6}, and {u7,
u8, u9}, respectively, and K1 to K9 are individual keys for each
member.

Suppose that u9 leaves the group, and hence the remaining
eight members, u1 – u8, form a new secure group. A new
group key, K1–8, is then generated, and u7 and u8 now form a
new subgroup that requires a new subgroup key, K7– 8. In
order to send K7–8 to u7 and u8, the control manager encrypts
it with K7 before sending it to u7 and with K8 before sending
it to u8 . Finally, the control manager sends the new group key
K1– 8 to the members in each subgroup by encrypting the
group key with each subgroup’s key.

On the other hand, if u9 is a new member joining the
group, K1– 8 and K7– 8 must be changed to K1– 9 and K7– 9 ,
respectively. Since u9 knows nothing about the keys in the
group before it joins, K7–9 can be sent to u7 and u8 by encrypt-
ing it with the previous subgroup key, K7– 8 , while the new

group key, K1– 9 , can be encrypted with the previous group
key, K1–8 , before multicasting it to members u1 to u8 . Finally,
the control manager sends K1–9 and K7–9 to u9 by unicast.

Obviously, a hierarchical key tree scheme reduces the num-
ber of re-key messages to O(log n). Since a user belongs to
multiple multicast groups, it increases the difficulties of a con-
trol server in managing all group members. Indeed, given a
pool of users, it has been shown that there is an optimal
group size to achieve minimum transmission overhead [16,
17]. In addition, since subgroup keys are sent via multicast,
reliable multicast is required.

In order to further reduce the number of re-key messages,
researchers have proposed other key tree schemes that make
use of a one-way function to generate a sequence of keys from
the lower subgroups to the upper levels [12, 14]. For instance,
in [12] a one-way function key generator is applied on the
user’s side to generate the subgroup keys along the path from
itself to the root. Since some keys are generated on the user’s
side, these schemes can further reduce the number of re-key
messages. However, they increase the workload of the user.

Contributory Key Agreement Supported by
the Diffie-Hellman Algorithm
Some key-management schemes extend the well known Diffie-
Hellman key-exchange algorithm [18] to support group key
agreement [19–23]. Instead of the control server generating
and distributing a group key to all members, these schemes

� Figure 4. An example of ternary hierarchical key tree.
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focus on the issue of “key agreement.” In contributory
key-agreement schemes, generating and distributing a
group key is the responsibility not only of the control
server, but also every member.

The two-party Diffie-Hellman algorithm provides
neither encryption nor signatures but allows two indi-
viduals to agree on a common (symmetric) key. After
agreeing on a shared key, the individuals can send mes-
sages to each other securely. In this system, a common
generator, g, and a common prime number, p, are
required. The generator accepts a secret number, S i ,
randomly generated by member i and outputs a partial
key (i.e., the key information to generate the group
key), g S i (= gSi mod p). If two individuals, M1 and M2
for example, agree on a shared key, they first exchange
their partial keys (i.e., gS1 and gS2). Afterward, they
can compute the shared key, gS1S2 . It has been proved
that nobody else can compute the shared key gS1S2 in a
reasonable amount of time even though they know gS1

and gS2 .
All the contributory key-agreement schemes sup-

ported by the Diffie-Hellman algorithm are based on
computing a subset of {gΠ (A)| A ⊂ {S1, … , S n}} from
gΠ j =1

n
, j ≠ i

Sj , member Mi can easily compute the shared
group key gΠ j = 1

n Sj .
In [22] a scheme called CLIQUES is proposed to

handle contributory key agreement. Unlike key tree-
based approaches, CLIQUES arranges the group mem-
bers in a logical linear structure and passes key
information sequentially. The group members are
indexed. The last two members (the two highest
indexed members) are responsible for taking part in
some special steps of key distribution, with the last
member also a control server. The process of key ini-
tialization of CLIQUES can be divided into four stages
as follows:

1) Each member Mi receives a partial key
gΠ{Sj| j∈[1, i–1]} from his previous member, Mi–1 . It then com-
putes a new partial key gΠ{Sj| j ∈[1 , i ]} by adding his own secret
number. This partial key is passed sequentially until it reaches
the second to last member, Mn – 1 , at which the first stage fin-
ishes.

2) Member Mn–1 multicasts his partial key, gΠ{Sj| j∈[1, n–1]},
to all other members except Mn. After all the members
receive the partial keys, each member factors out his own
secret number by using his inverse function, S i

–1. The partial
key for Mi becomes gΠ{Sj| j∈[1, n–1]∧( j ≠ i)}.

3) All the members (except Mn) are required to send their
factorized partial keys to Mn (Mn has the responsibility to
store these factorized partial keys for future use).

4) Mn puts his secret number into all the factorized partial
keys, {gΠ{Sj| j ∈[1 , n ]∧(j ≠ i)}|i ∈ [1, n – 1], and sends them back
to the corresponding members. Each member computes the
group key by combining the partial keys he receives and his
own secret number.

To offer backward secrecy, whenever a new member joins
the multicast group, the new member Mn + 1 replaces Mn to
distribute partial keys in stage four. First, Mn factorizes out
his secret number from all these factorized partial keys and
then adds a newly generated secret number, Sn

′ . The new keys
become {gSn′ Π{Sj| j∈[1, n–1] ∧ ( j ≠ i)}|i ∈ [1, n]}, which Mn sends
to Mn+1. After Mn+1 receives all these keys, he adds his own
secret number (as in stage 4) and sends the new partial keys,
{gS n′Π{S j | j ∈[1 , n + 1]} ∧ (j ≠ i)∧(j ≠ n)|i ∈ [1, n + 1]}, back to the
corresponding members.

Offering forward secrecy is relatively easy. When a mem-
ber, Ml for example, leaves the group, Mn sends the new par-

tial keys excluding the secret number of Ml,
{gΠ{Sj| j ∈[1 , n]∧( j ≠ i)∧(j ≠ l )}|i ∈ [1, n] ∧ (i ≠ l)}, to all the mem-
bers besides Ml. Since the new group key becomes
g Π j = 1

n
∧ j ≠ l

S j , Ml has no information to compute the new
group key. Therefore, Ml is successfully evicted from the
group communication.

We show an example of key initialization and re-keying in
Figs. 5, 6, and 7. In Fig. 5, there are four members, M1 to M4,
agreeing on a shared group key according to the initialization
steps mentioned above.

Figure 6 shows a re-key example for a member leaving a
multicast group. If M2 leaves the group, M4 only needs to send

� Figure 5. An example of key initialization.
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the new partial keys with his new
secret number, S ′

4, to the correspond-
ing members. Then all current mem-
bers compute the new group key,
gS1S3S4′ , but the former member, M2,
does not have enough information to
compute the new group key.

Figure 7 shows a re-key example
for a member joining a multicast
group. When a new member M5 joins
the group, first M4 sends the partial
keys with his new secret key, S ′

4 , to
M5 and then M5 sends the new par-
tial keys with his secret number, S5,
to the corresponding members. Final-
ly, all the members collect all the
necessary partial keys for computing
the new group key, g S1S2 S3 S4′ S5 .

In this scheme the control server
(i.e., the last group member) is only
responsible for storing the partial key
from all the members. Since it does
not generate any key, it can be a less
powerful device. Furthermore, since
a symmetric key is used, all members can use a low-end device
such as an inexpensive set-top box to encrypt and decrypt
multicast data. This scheme, however, suffers from the scala-
bility problem, i.e., the number of re-key messages and the
number of partial keys exchanged in the initialization stage
are proportional to the multicast group size. Furthermore,
since the control server and the newly joined member must
collect the partial keys from other members, implosion prob-
lems may arise.

Instead of organizing group members in a linear manner,
other schemes organize members into other structures such
as tree and d-dimensional hypercube [23, 24]. The schemes
based on different structures can efficiently reduce the
number of partial  keys in the init ial ization stage to
O (log n) .

Computational Number Theoretic Approach
The computational number theoretic approach allows group
members to compute a shared group key according to some
key information sent from other members or the control serv-
er. The Diffie-Hellman cryptography algorithm mentioned in
the previous section is actually a computational number theo-
retic approach in which each member “contributes” some of
its own information (i.e., its partial key) in order to agree
upon a new common key for data encryption. The schemes
introduced in this section do not have such a contributory
characteristic, i.e., the members do not exchange information
among themselves in order to generate a new group key. A
number of schemes based on the computational number theo-
retic approach have been proposed previously [25–30].

In [25] a scheme named “secure lock” is proposed. In this
scheme, when a member joins or leaves the group, the group
members receive a re-key message that can be used to gener-
ate a shared group key based on the Chinese Remainder The-
orem (CRT).

CRT states that if there are n pairwise relatively-prime
numbers, N1, N2, … , Nn , and another set of positive integers,
R1, R2, … , Rn , then we can form a set of congruous equa-
tions, X ≡ Ri mod Ni, ∀ i ∈ [1, n] , that have a common solu-
tion X. In other words,

where fi is a positive integer obtained by solving the following
equation for all is,

To apply the CRT to key management, the common solu-
tion of the congruous equations can be used to generate a
shared group key for all the group members. First, each mem-
ber is assigned a positive integer, Ni for example, for member
i. Ri represents the set of the group key encrypted with the
public key of each member, i.e., if G denotes the group key
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� Figure 7. A re-key example for a member joining a multicast group.
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and k i denotes the public key of member i, then
Ri is equal to {G}ki.

Whenever there is a membership change, the
control server computes and sends a new com-
mon solution, X, according to the set of pairwise
relative primes, N i , and the new encrypted group keys, Ris.
After a member, Mi, receives X (i.e., the re-key message), Mi
computes Ri from X. Since Ri is the group key encrypted with
Mi’s public key, Mi can decrypt X with his private key to
retrieve the new group key.

Secure lock makes good use of CRT to let each member
compute the group key. However, it is not scalable because
the size of the secure lock (re-key messages) and the time to
generate the set of encrypted group keys are proportional to
the group size. Therefore, this aproach only works well in
small systems.

Secure Multicast Framework 
A secure multicast framework is a distributed system in which
some intermediate participants such as trustable agents (with
the agents in some cases integrated as group members) work
as the control servers to deliver or generate keys. Users are
divided into different physical groups which are served by
their respective agents. In this way, any key change is done
within a subgroup. We illustrate the framework by using as an
example the Iolus framework [31]. (There are other schemes
based on this secure multicast framework. Readers interested
in them are referred to [32–34] and the references therein.)

The Iolus framework deals with the scalability issues of a
multicast group by partitioning a large multicast group into
subgroups and employing a hierarchy of group security agents
to “relay” key and encrypt data. Therefore, join and leave
requests can be handled within the respective subgroups. Sim-
ilar to the idea of a key tree-based approach, Iolus divides
members into a hierarchy of subgroups. However, members
are arranged into physical subgroups as opposed to a logical
hierarchical key tree.

Figure 8 shows the architecture of the Iolus framework,
which consists of a number of group security agents (GSAs).
The GSA responsible for controlling the top-level subgroup
(root) of the hierarchy is called the group security controller
(GSC), while other GSAs are called group security intermedi-
aries (GSIs). GSIs sit between subgroups and are responsible
for managing their own subgroups.

A GSI works as a relay. It decrypts the data sent from the
upper-level subgroup and multicasts the data to its down-
stream subgroup after re-encrypting the data with its own sub-
group key. To reduce the overhead of re-encryption for the
entire multicast data, the sender encrypts the data using a
random key, which is in turn encrypted with the GSC key and
concatenated to the actual data. For each “key translation,”
only the random key needs to be re-encrypted by GSI. For
example, in Fig. 9 the GSI between subgroup Gi and Gi+1,
upon receiving data from Gi, decrypts the random key and
then re-encrypts the data using its subgroup key, {rand#}ki+1,
before forwarding it to the members in Gi+1.

Regarding the join operation, a new member first locates
its subgroup’s GSA before sending a join request to this GSA.
To provide backward secrecy, the GSA generates a new sub-
group key and sends it to its subgroup members (including the
other GSIs attaching to the subgroup). The new subgroup key
can be encrypted with the old subgroup key before multicast-
ing it to its subgroup members and encrypted with the new
member’s individual key before sending it to the new member.
For leave request, a new subgroup key must be generated by
its GSA and distributed to all the current subgroup members

(including the attaching GSIs). Since the old subgroup key is
known to the former member, it cannot be used to encrypt
the new key. Therefore, the new subgroup key must be
encrypted by each member’s individual key and sent to the
corresponding members via unicast channels.

The Iolus framework breaks a large and wide-area multi-
cast group into smaller subgroups, leading to easy manage-
ment. As each subgroup is likely to be an autonomous system
(AS), the GSA can be a control server of the AS and perform
some administrative work (such as authentication). However,
the Iolus framework suffers from several drawbacks. Since
there is a GSA in every subgroup, the system cost increases.
Furthermore, since the GSA must perform key translation, it
introduces message delay, especially when the group is large
or when the GSAs are not powerful enough. Therefore, the
framework is not very suitable for some real-time multicast
applications such as video-conferencing.

Comparison
According to the performance criteria listed earlier, we pre-
sent the comparison among different key-management
schemes in Table 2. We have used the following nomencla-
ture: n is the group size, k is the branching factor of a key
tree, m is the number of subgroups, and di is the distance
from GSA to the subgroup to which member i belongs. In
order to compare the schemes, we have made the following
assumptions:
• In the case of a hierarchical key tree, the tree is balanced

and full.
• In CLIQUES and secure lock, a partial key and a secure

lock are involved as the re-key message.
• In the Iolus secure framework, members are evenly dis-

tributed in each subgroup so that the number of members
in each group is n/m.
We clearly see that different approaches have their

strengths and weaknesses. There is not a single scheme that
has an overriding advantage over the others. In reality, a
scheme should therefore be chosen depending on the particu-
lar application requirements.

Conclusion
Many multicast applications require data confidentiality. Key
management, which involves key distribution (re-key messag-
ing), key storage, and key generation, is the main issue of data
confidentiality. In this article, we have discussed this issue and
some performance criteria for evaluating a key-management
scheme for multicast applications. We have reviewed the tech-
niques of some of the current key-management schemes,
which can be roughly divided into four categories:
• Key tree-based approaches, in which a tree is used to divide

members into subgroups so as to reduce the number of re-
key messages.

• Contributory key agreement methods supported by the
Diffie-Hellman algorithm, which extends the two-party
Diffie-Hellman algorithm to support multicast security and
allows members to “agree” upon a symmetric group key.

• Computational number theoretic approaches, which use
number theory so that members can compute a shared
group key according to the information sent from a control
server.

� Figure 9. Key translation in a GSI.

{DATA} rand # { rand #} ki
GSIGi Gi+1

{DATA} rand # { rand #} ki+1



• A secure multicast framework, which introduces agents to
share the workload of a control server for key management,
and assigns members to different subgroups so as to reduce
re-key messaging within a subgroup.
In each category, we have illustrated the fundamental

mechanisms and addressed their strengths and weakness. We
also compared them in terms of the number of keys stored by
the server and members, re-key messages for leave and join,
complexity, and so on.
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