
Toward Practical 
Deployment of 
Fingerprint-Based Indoor 
Localization

A mong the techniques explored 
for indoor localization, Wi-Fi 
fingerprinting is among the most 
promising due to the pervasive 
deployment of wireless local 

area networks (WLANs). Wi-Fi fingerprinting  
consists of two phases.1,2 The first is the offline 
survey, during which we collect fingerprints—

vectors of received signal 
strength indicators (RSSIs) 
from reference points, which 
are Wi-Fi access points (APs) 
at known locations—and store 
them in a database. The sec-
ond phase is the online query, 
where the user/target measures 

the RSSI vector of where he or she is. We then 
estimate the target location by matching the RSSI 
with the fingerprints in the database. However, 
for fingerprinting to be practically deployed, we 
must overcome several challenges beyond devis-
ing localization algorithms.

The first challenge involves virtual access 
points (VAPs). A single physical Wi-Fi AP might 
advertise multiple broadcast service set identifiers 
(BSSIDs)—that is, media access control (MAC) 
addresses, or VAPs.3 These VAPs, created at one 
physical network interface, provide differenti-

ated access rights and priorities to different user 
groups. The signal distributions of these VAPs ex-
hibit high spatial correlation, which doesn’t im-
prove localization accuracy while incurring much 
computational redundancy. Another VAP identi-
fication method is based simply on the common 
digits in the VAPs’ MAC addresses;4 however, 
this approach is only applicable to VAP genera-
tion from a limited number of AP vendors.3

A second challenge relates to heterogeneous 
devices. Given the same signal, mobile devices 
of different models could report different RS-
SIs, mainly because of differences in their an-
tenna gain. If the target RSSI is not calibrated 
appropriately (that is, by adjusting it to the 
device used in the database), it might be erro-
neously matched to the wrong reference points 
in the database. Previous approaches address-
ing device heterogeneity are often based on 
taking the ratio or difference between the 
pairwise RSSI measurements of APs.5,6 How-
ever, this is unsatisfactory because of infor-
mation loss (or dimension reduction) in the  
process and incompatibility with the localiza-
tion algorithms requiring RSSI values. Some 
other approaches are based on offline data 
training,7 which can’t accommodate new de-
vices in a timely manner. Yet others are based on  

This article presents three approaches to overcoming the practical 
challenges of fingerprint-based indoor localization: virtual access 
points, device heterogeneity, and location error estimation. Extensive 
experimental trials in indoor sites demonstrate the practicality and 
effectiveness of these solutions.
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expectation maximization8 and parti-
cle filtering,9 which are computation-
ally costly to deploy. 

The third challenge is estimating lo-
calization error. Many systems only 
provide users with estimated locations 
without the location error—that is, the 
distance between estimated and actual 
locations. Previous work on the proba-
bilistic approach assumes knowledge of 
probability distribution and is compu-
tationally heavy.10 Other approaches 
are either susceptible to online signal 
noise or based on offline error mea-
surement at discrete locations, which 
can’t be easily extrapolated to continu-
ous location space in the online query 
phase.11,12

To address these deployment issues, 
we propose three efficient and indepen-
dent plug-ins: 

•	VAP identification and merging,
•	 online crowdsourced device calibra-

tion, and 
•	 area-based localization error 

estimation

Figure 1 shows our system frame-
work. We have implemented and in-
tegrated the plug-ins into an existing 
localization system. Extensive experi-
ments in the Hong Kong International 
Airport (HKIA), the Hong Kong Olym-
pian City (HKOC, a leading shopping 
mall in Hong Kong), and our campus 
further confirm the efficiency and prac-
ticability of our proposed approaches.

Heterogeneous Device 
calibration
We propose a scalable crowdsourced 
(CSO) approach in the online phase 
to efficiently calibrate devices of het-
erogeneous antenna gain. Based on 
our deployment observation, such an-
tenna gain differs by an offset in the 
RSSIs measured by different devices 
at the same location (subject to statis-
tical fluctuation). Because the offline 
reference-point fingerprints are usually 
collected with a certain device, we aim 
to compute the RSSI offset between the 

fingerprinting device and the device. 
We first compute the correlation be-
tween the target RSSI and the RSSIs in 
the database. Next, we select reference 
points with high correlation (close to 
the target) for the offset calculation for 
that device model (see the “Calibrating 
Device RSSI” sidebar for details). The 
computation does not require sophisti-
cated learning models and is more ef-
ficient than some others.7,9,13

To further accommodate emerging 
devices, we propose using the CSO ap-
proach to dynamically calculate and 
adjust the offset. Specifically, each tar-
get RSSI vector t, along with the user 
device’s model information, is sent to 
the server. On the server side, the re-
ceived vectors are grouped by device 
model. The CSO approach uses all 
the target vectors in the same device 
model group (identifiable through An-
droid APIs) to compute the RSSI offset 
for the users of corresponding smart-
phones. To alleviate the data storage 
on the server, we only keep the last 
several RSSIs for each device model 
and dynamically calibrate the model 
over time.

Note that although our CSO ap-
proach might require online reporting 
of RSSIs, communication between the 
clients and the server can be asynchro-
nous to online localization. When the 
client launches the location application 
for the first time, the CSO approach 
can directly fetch the calibration offset 
from the server, considering that other 
users with the same device model have 
sent enough RSSI vectors to the server. 
After that, the localization application 
can periodically send the target RSSI 
vectors and fetch the updated offset on 
demand, which is an efficient and de-
ployable approach.

VaP Identification and 
Merging
To illustrate the high spatial correla-
tion among VAP signals, we show in 
Figure 2a–c the signal maps of three 
VAPs with distinct MAC addresses in 
HKIA. Given their similar spatial dis-
tribution, the signals contain highly 
redundant information, which should 
be filtered for localization efficiency. 
To remove redundancy, we first iden-
tify VAPs and then merge them.

Figure 1. Framework of our proposed plug-in solutions. The system consists of offline 
and online phases, which take place at the server and client side, respectively.
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In VAP identification, we first calcu-
late the spatial signal correlation be-
tween each pair of APs (with respect to 
all covered reference points). If two APs 
have high correlation, they are likely to 

be in a VAP group stemming from one 
physical AP. Our objective is to construct 
VAP groups that are as large as possible 
such that every pair of APs in a group 
has high correlation, while any two from 

different groups are weakly correlated. 
If we consider each AP as a vertex in a 
graph G, and an edge is formed when 
two APs are highly correlated (say, with 
correlation above certain threshold C), 

T o calibrate devices online, we first find the correlation be-

tween the target received signal strength indicator (rSSI) 

vector t and each reference-point fingerprint rn(n ∈ {1,...,N}):
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where rn and t  are the average rSSIs in rn and t, respectively. 

The set of rn with higher correlations is more likely to be near the 

user’s location. Denote the set of reference-point fingerprints, 

whose correlation with t is above a threshold η (0 ≤ η ≤ 1), as Ωt = 

{rn | corr(t, rn) ≥ η}. Given l access points (Aps), we average all the 

offsets in Ωt to reduce noise influence, and find the offset:
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where |Ωt| is the cardinality of Ωt. Each rSSI tl in t is then cali-

brated to tl + ∆t. note that the linear rSSI model with scaling fac-

tor can be also applied here.1 

During crowdsourcing, let T be the set of t’s crowdsourced 

signals using a certain device model. Finally, rSSI offset D for that 

device model is calculated by
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calibrating Device rSSI

T o identify virtual access points (VAps), we first compute 

the pairwise correlation. Suppose there are a total of N 

reference points and L access points (Aps) in the site. let rn
l  be 

the received signal strength indicator (rSSI) from Ap l (l ∈ {1, . . ., 

L}) at reference point n (n ∈ {1, . . ., N}). The rSSI vector (finger-

print) at each reference point n is = 
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L1 2 . For each Ap 

l, let Rl be the set of rSSI values at all the reference points, that 

is, = 
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signals. By default, if Ap l is not detected at reference point n, rn
l  

is set to be a very weak value (say, −110 dBm). We find the corre-
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where r–i and r–j are the means of rSSIs in Ri and Rj, respectively. 

Given corr(Ri, Rj) of all Aps, we then find the groups containing 

the VAps from the same physical Ap. 

To apply the clique-finding algorithm, we construct a 

weighted undirected graph G = (V, E), where each vertex vi rep-

resents an Ap l, and V = {v1, v2, . . ., vi, . . ., vL}. Given a threshold 

C (0 ≤ C ≤ 1), we construct an edge eij in G between vi and vj if 

corr(Ri, Rj) ≥ C, and have the set of edges E = {eij | corr(Ri, Rj) ≥ 

C}. The weight of eij is set to be corr(Ri, Rj). We then transform 

VAp identification into finding all the disjoint maximum cliques 

in G. We denote the set of VAp groups (vertex groups) as vgs = 

{Vg}, where each group Vg contains the indices of VAps stemming 

from the same physical Ap (1 ≤ g ≤ |vgs|).
Given the VAp groups, we merge the VAp rSSIs. let 

{ }∈r l Vn
l

g  be the set of detected rSSIs at reference point n from 

VAp Vg. In the offline phase, for each fingerprint rn, we replace 

each VAp group’s signals { }∈r l Vn
l

g  (if VAp l is detected at refer-

ence point n) with their average rSSI of Aps in Vg. Then, in the 

online phase, let tl be the rSSI obtained from Ap l, and the target 

rSSI vector is represented by t = [t1, t2, . . ., tL]. Denote the set of 

detected VAp rSSIs at the target as {tl | l ∈ Vg}. Then in the online 

phase, we replace {tl | l ∈ Vg} with the average rSSI value.

note that after VAp merging, the remaining number of Aps in 

target rSSI vector is reduced from L to 

∑′ = − +∈L L V vgsgV vgsg
,

which facilitates the online computation.

clique Finding and Merging VaPs
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we can transform this problem into 
what is known as a clique-finding prob-
lem in graph theory—that is, finding all 
the disjoint maximum cliques with the 
largest number of vertices.

To solve this problem, we search for 
all the connected components. We ig-
nore those components consisting of 
a single vertex, because it’s a trivial 
case that they correspond to individ-
ual physical APs. For the remaining 
components, we apply the Bron-Ker-
bosch algorithm to find the maximum 
cliques.14 Once we find the maximum 
clique, we remove it from the connected 
components. We repeatedly search and 
remove maximum cliques until we can-
not find any more. We then output the 
set of cliques removed from G as VAP 
groups (see the “Clique Finding and 
Merging VAPs” sidebar for details).

Figure 2d shows the initial graph 
with APs (vertices) and high correla-
tions (edges). As we can see, we can 
divide G into four connected compo-
nents, only two of which contain more 
than one vertex. In Figure 2e, we find 
the maximum clique in each of the 
two nontrivial connected components, 
which form two VAP groups. We then 
remove these two cliques from G. In 
Figure 2f, we find the maximum clique 
in the remaining subgraph, which 
forms the third VAP group.

Given the VAP groups obtained, we 
can efficiently merge VAPs in both refer-
ence point and target RSSI vectors. For 
APs in each VAP group, we find their RS-
SIs in reference-point fingerprints/target 
RSSI vectors, and replace them with the 
average signal value in the group. We 
use the average RSSI of VAPs to repre-
sent their physical APs’ signals. Notice 
that instead of choosing one represen-
tative AP in each VAP group, we filter 
VAPs by merging their RSSIs, which is 
less susceptible to statistical signal fluc-
tuation. Similar merging is conducted in 
online target measurement.

Localization error estimation
Many existing fingerprint-based posi-
tioning systems estimate user locations 

based on a set of reference points. For 
some, such a set corresponds to the refer-
ence points whose rns best match t based 
on some similarity metric (rn is defined in 
the “Calibrating Device RSSI” sidebar).1 
Some others might estimate user loca-
tions by finding a possible region instead. 
For instance, other work constructs AP 
sectors and locates users within the sec-
tor junction.15 For such systems, the set 
can be all the reference points within 
the overlap region of the sectors.

We observe that given the set of ref-
erence points whose fingerprints are 
similar to target signals (independent of 
how they are obtained), the user loca-
tion is often computed as the (weighted) 
average of the reference-point posi-
tions—that is, within the convex hull 
formed by these reference points. The 
area of the convex hull can then indi-
cate the localization error.

For practical deployment, we con-
sider providing users with a circular 
confidence range around the estimated 
location where the user is likely to be. 
We set the circle center and its radius 
using the localization result and the 
estimated error, respectively. We can 
efficiently calculate the area of the 
convex hull, which is denoted as H. 
Then the error (or confidence range) 
ρ is defined as

ρ ω= π ,H

where ω is a predefined parameter de-
pendent on how confident one wants the 
target to be within the circle. Figure 3a  
shows the location error estimation 
with ω = 1. The confidence range has the 
same area as the convex hull constructed 
by the several best matched reference 
points (say, six in our illustration).  

Figure 2. Identifying the virtual access point (VAP). (a–c) Three VAPs (with received 
signal strength indicators (RSSIs) between –92 and –47 dBm) with high spatial 
correlation. The pairwise correlations for the three access points (APs) are corr(a, 
b) = 0.97, corr(a, c) = 0.98, and corr(b, c) = 0.97. (d) The initial graph G, where each 
vertex corresponds to an AP, and an edge exists between two APs if their correlation 
is greater than or equal to C. (e) The maximal cliques (VAP groups 1 and 2) in the 
two connected components. (f) The maximum clique in the subgraph after removing 
previously found cliques (groups 1 and 2).
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Compared with other work,10,12 our 
approach is intuitive and computa-
tionally more efficient to deploy in 
practice.

Figure 3b compares localization er-
rors under different values of ω us-
ing test data from HKIA. The graph 
shows the coverage percentage (that is, 
the percentage of test points that are 
inside the confidence range) against 
ω. The coverage percentage increases 
as ω increases. Nevertheless, ω cannot 
be too large. To balance between the 
range size and coverage percentage, we 
set ω = 1.7 in the experiment.

Implementation and 
experimental Trials
We implement Sectjunction as our 
localization algorithm.15 To support 
efficient computation on mobile de-
vices, within the sector junction, 
we implement a weighted k-nearest 
neighbors (WKNN) scheme1 (that 
is, find the k nearest reference points 
in signal space within the sector 
junction, with k = 10 in our experi-

ment) to replace the more complex 
convex optimization in the original  
version.15 This revised scheme, which 
we call Fast-Sect, achieves lower com-
putation overhead without sacrificing 
much localization accuracy. We use 
the top k nearest reference points 
within the sector junction to form 
the convex hull.

We also compare Fast-Sect with 
WKNN1 and a probability-based (PBL) 
technique.2 WKNN finds the target 
with the k nearest reference points with 
smallest Euclidean distance in signals, 
while PBL finds the user location with 
the highest likelihood in RSSI distri-
bution. Furthermore, we compare our 
CSO device calibration technique with 
two state-of-the-art methods: Sig-
nal Strength Difference (SSD),6 which 
forms the fingerprints by subtraction of 
AP RSSI pairs, and hyperbolic loca-
t ion f ingerprinting (HLF),5 which 
forms the fingerprints by ratios of AP 
RSSI pairs.

We compare the positioning schemes 
using two metrics:

•	 localization error: the Euclidean dis-
tance between the estimation and 
ground truth location; and 

•	 localization time: the time used for 
online location estimation in mobile 
devices.

We conducted extensive experimen-
tal trials at 250 × 40 m2 HKIA Terminal 
1 Gates 20–26. (In addition to HKIA, 
we also tested at HKOC and at the 
Hong Kong University of Science and  
Technology (HKUST). The results are  
qualitatively the same and hence omit-
ted here for brevity.) We collected ref-
erence-point fingerprints at 340 loca-
tions with a 5-m grid size using an HTC  
One X. Specifically, for each of the four 
directions (north, east, south, and west, 
which considers influence of user body 
and antenna directions) at each refer-
ence point, we sampled 15 fingerprints 
and recorded their average RSSI values. 
We had a total of 1,360 reference-point 
fingerprints. In addition, we collected 
two test (target) sets, the first consist-
ing of 1,944 test points collected by 

Figure 3. Area-based location error estimation: (a) illustration of error estimation, where the circle indicates the confidence range 
and the polygon denotes the convex hull formed by the six best matched reference points; and (b) coverage percentage versus 
scaling factor ω.
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HTC One X. To test device calibration  
performance, we collected the second 
test set using a Lenovo A680 with 1,290 
test points. Unless otherwise stated, we 
used the baseline parameters (C, η, k, ω) 
= (0.9, 0.98, 10, 1.7) for both test sets. 
During our testing, we use HTC One X 
and Lenovo A680. Before VAP filtering, 
we discard the mobile APs tethered by 
smartphones.

Figure 4 shows the influence of pa-
rameter C—that is, the AP correlation 

threshold for VAP identification. The 
average number of APs at each refer-
ence point decreases markedly, from 
36 to 26, after merging. This indicates 
that about 27 percent of APs are VAPs 
in this site. Figure 4a shows the mean 
localization time versus C. The time 
drops as C decreases since fewer APs 
are used. Figure 4b presents the tradeoff 
between time and accuracy when find-
ing the optimal C. To make a balance, 
we choose C = 0.9 for our deployment.

We collected 500 fingerprints simul-
taneously using an HTC One X and 
Lenovo A680 on our campus. Note 
that we collected the signals at dif-
ferent locations and directions, and 
therefore the measurements are not 
correlated. The upper graph in Figure 
5a shows the calibrated RSSI differ-
ence between the two device brands. 
We show the results for HTC One X 
and Lenovo A680 for ease of illus-
tration only; results and approaches 

Figure 4. Performance of VAP filtering in Fast-Sect with regard to correlation threshold C (Hong Kong International Airport): (a) 
mean time (ms) versus AP correlation threshold C; and (b) localization accuracy versus time with different C.
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Figure 5. Illustration of Fast-Sect device calibration: (a) calibrated RSSI offsets between HTC and Lenovo; and (b) localization error 
versus the number of crowdsourced user readings.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
–110

–100

–90

–80

–70

–60

RS
SI

 (d
Bm

)

HTC One X
Lenovo A680

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
5

10

15

20

Wi-Fi AP index

Wi-Fi AP index

RS
SI

 (d
B)

Index of crowdsourced offset

0 1 2 3 4 5 6 7 8 9 10

Lo
ca

liz
at

io
n 

er
ro

r (
m

)

9

10

11

12

13

14

15

16

17

Difference between HTC and Lenovo

(a) (b)



82 PERVASIVE computing www.computer.org/pervasive

FeaTure: InDoor LocaLIzaTIon

for other device brands are similar. 
In the lower graph in Figure 5a, the 
horizontal line indicates their mean 
value, where the RSSI offsets of APs 
fluctuate around. Figure 5b shows the 
localization error versus the number 
of crowdsourced user readings. At the 
beginning, no offset is fed to the CSO 
approach, so the positioning error is 
high. After a certain number of  read-
ings from users (five in our experi-
ment) are crowdsourced, the local-

ization error begins to converge. Our 
scheme is responsive and benefits from 
the crowdsourcing.

We also evaluated different device 
calibration methods with the second 
test set (Lenovo A680). Figure 6a 
shows the localization error Cumula-
tive Distribution Function (CDF) for 
different device calibration schemes. 
The CSO approach significantly out-
performs SSD and HLF. Figure 6b 
further shows the mean localization 

error versus the percentage of APs 
used for each target in HKIA. We 
randomly remove some detected APs 
to simulate the influence from AP al-
teration and human body blocking. 
The CSO approach outperforms the 
other methods even with fewer APs, 
since pairwise RSSI subtraction (SSD) 
and RSSI ratio (HLF) suffer from 
noisy RSSI measurements at the air-
port. Based on crowdsourcing, our 
CSO approach avoids information 

Figure 6. Crowdsourced device calibration performance in Fast-Sect: (a) cumulative probability of errors of different device 
calibration methods; and (b) mean positioning error of different device calibration methods against percentage of APs used.
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Figure 7. Accuracy and efficiency of Fast-Sect at HKIA: (a) Cumulative Distribution Function (CDF) of localization errors of 
different algorithms; and (b) CDF of localization time on mobile devices.

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Localization error (m)

Cu
m

ul
at

iv
e 

pr
ob

ab
ili

ty

0 500 1,000 1,500
0

0.2

0.4

0.6

0.8

1

Localization time (ms)

Cu
m

ul
at

iv
e 

pr
ob

ab
ili

ty

Fast-Sect
WKNN
PBL
Sectjunction

Fast-Sect
WKNN
PBL
Sectjunction

(a) (b)



AprIl–IunE 2017 PERVASIVE computing 83

read your subscriptions 
through the myCS 
publications portal at 

http://mycs.computer.org.

loss and is highly robust in a noisy 
environment.

Figure 7 illustrates the accuracy 
and efficiency of different schemes 
at HKIA. Figure 7a shows that Sec-
tjunction and Fast-Sect substantially 
outperform WKNN and PBL in lo-
calization accuracy. Sectors constrain 
target location and eliminate erro-
neous neighbors. Because WKNN 
is applied within a sector junction, 
Fast-Sect has a slightly higher error 
than Sectjunction optimization. Fig-
ure 7b shows that Fast-Sect performs 
more efficiently than Sectjunction, 
and computationally outperforms 
WKNN and PBL, because Fast-
Sect narrows the search space into a 
smaller region (that is, sector junc-
tion) and applies an efficient localiza-
tion algorithm within it.

I n our future work, we will further 
conduct large-scale fingerprint-
based localization deployment 
with the techniques we’ve dis-

cussed here and will make the system 
more ubiquitous. 
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