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Abstract—In interferingWLANs, clients are usually non-uniformly distributed. Therefore, their throughput can be improved by association

control. WLANs adopt DCF (DistributedCoordinating Function) for media access control. The transmit probability of an AP is governed by

its CW (ContentionWindow). RandomAccess control is to determine the CWsize and hence the transmit probability of each AP. Client

association control and randomaccess control are coupled. APs associatedwithmore clients require higher channel access opportunities.

On the other hand, APswith higher transmit probability should servemore clients.We study the novel problem ofmaximizing the

proportional fairness of client throughput by joint association control and random access control. As the joint problem is non-convex, we

first consider that client association is given and propose an optimal policy for randomaccess control. Given the CWs of APs, we propose a

factor-2 approximation algorithm,Greedy-Asso to address the client association problem. Inspired by the optimal access control policy and

Greedy-Asso, we further propose a distributed algorithm, termedCARA to tackle the joint optimization problem. Extensive simulation and

experimental studies show that it outperforms comparison schemes by a widemargin in terms of throughput and fairness.

Index Terms—WLANs, distributed optimization, load balancing, association control, approximation algorithm

Ç

1 INTRODUCTION

WE consider general MU-MIMO WLANs formed by
multiple access points (APs). Each AP has a cer-

tain, possibly heterogeneous, number of antennas, with
some assigned power range and channel. Fig. 1 shows
an example of the WLANs under consideration. The AP
locations may be random (due to inflexible installation
locations, the need to reduce blind spots, the require-
ment on signal strengths, etc.), and client distribution
may be non-uniform.

In the network, AP coverage may overlap.Association con-
trol is to assign or associate clients in the overlapping regions
to one of the APs for service. The conventional approach is to
selfishly pick the AP with the strongest signal. Such an
approach leads to imbalanced AP load and unsatisfactory
client throughput. As shown in Fig. 1, AP A operates on
Channel 2, while AP B and AP C operate on Channel 1.
Using the strongest signal association, Clients 2, 3, 4 and 5
would associate with AP B, creating congestion at the AP.
To improve network performance, we can optimize client
association bymigrating (i.e., re-associating) some connected
clients from the congested APs to those lightly loaded neigh-
boring APs.

In interfering multi-cell WLANs, client association plays
a bigger role than just load balancing. Proper client associa-
tion decisions can substantially reduce channel contention.
We take Client 3 in Fig. 1 as an example. It suffers from

heavy channel contention if it is associated with AP B or AP
C because it is within the overlapping coverage of these co-
channel APs. We can reduce channel contention by associat-
ing clients in the overlapping coverage to APs operating on
different channels. For example, migrating Client 3 to AP A
leads to better performance.

An MU-MIMO AP is able to simultaneously transmit
packets to different clients. The number of concurrent pack-
ets of an AP depends upon the number of antennas it has.
That is an AP with K antennas is able to transmit to K cli-
ents simultaneously. In other words, APs with different
numbers of antennas would have different serving capabili-
ties. As shown in Fig. 1, AP A has more antennas than AP
B. Therefore, a good client association solution assigns Cli-
ents 2 and 3 to AP A. Association optimization hence needs
to take the heterogeneity of AP serving capability into
consideration.

802.11 WLANs adopt distributed coordinated function
(DCF) MAC to coordinate channel access. Each node
maintains a contention window with size CW . When a
node has pending packets to send, it first waits for a
DIFS (DCF interframe spacing) period. Then, the node
draws a random timer t from ½1; CW �. It continually
senses the medium at each time slot. If the medium is
idle during the current slot, it decreases t. Otherwise, it
suspends the decrement. When the timer t counts down
to zero, the node transmits.

Clearly, the transmit probability of a node is governed by
CW . If CW is fixed, the node transmits in a randomly chosen
idle time slot with probability p ¼ 2=ðCW þ 1Þ [1], [2]. In
default DCF, CW is adjusted by Binary Exponential Backoff
(BEB) mechanism. Initially, CW is set to be CWmin, which
is referred to as minimum contention window size. BEB
doubles the contention window whenever collisions occur.
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Consequently, the transmit probability is a function ofCWmin

( which can be found in [2]).
When an AP decides to transmit, it selects a subset of cli-

ents to serve. The probability that a client been selected is
called the service probability of the client. Besides AP asso-
ciation, the throughput of a client is also determined by its
service probability. Random Access control is to determine
the transmit probability of each AP and the service probabil-
ity assigned to its associated clients.

Previous research on client association [3], [4], [5], [6] has
not considered media access control. They assume all APs
are transmitting simultaneously. The Signal-to-Interference-
and-Noise Ratio (SINR) received at clients degrades severely
as the number of interfering APs increases. We take the net-
work shown in Fig. 1 as an example. The distances from Cli-
ent 4 to both AP B and AP C are similar. If AP B and AP C
are transmitting at the same time, the SINR received at Client
4 is low (which is close to 1 in this case), no matter which AP
it associates with. In contrast, DCF MAC backs off the trans-
mission of AP C when Client 4 is receiving data from AP B.
Therefore, association control needs to considermedia access
control.

Different decisions of client association form different
communication links, and hence different network topolo-
gies. Different network topologies lead to different interfer-
ence patterns, and hence different access control solutions.
On the other hand, given transmit probabilities of APs, client
association can be optimized. APswith higher transmit prob-
abilities should serve more clients. Therefore, client associa-
tion and access control are coupled, i.e., the decision of one
affects the decision of the other. We then need to jointly opti-
mize them.

Prior art [3], [4], [5], [7] on client association has mostly
focused on downlink traffic. However, uplink traffic
demand grows rapidly in the next-generation mobile net-
work due to the popularity of user-generated content (UGC).
Therefore, client association should address both downlink
and uplink traffic.

In this paper, we jointly optimize client association and
random access control for MU-MIMO WLANs to maximize
the proportional fairness of client throughput, which pro-
vides a good tradeoff between fairness and network through-
put [8], [9], [10]. Our study is novel because previous works

have not considered the joint problem of such nature. The
contributions of this work are as follows:

� Problem formulation: We formulate the optimization
problem of joint client association and random access
control tomaximize the proportional fairness of client
throughput. The optimization problem considers a
practical and general wireless model that captures
inter-AP interference and heterogeneity of antenna
number. We optimize association and random access
for both downlink and uplink throughput.

� Efficient algorithms: As the joint problem is non-
convex and difficult to solve exactly, we first con-
sider the case where client association is given, and
propose an optimal access control policy to solve the
access control problem. Given the transmission prob-
ability of each AP, we proposed a factor-2 approxi-
mation algorithm, termed Greedy-Asso to tackle the
client association problem. Motivated by the optimal
access control policy and Greedy-Asso, we proposed
a distributed algorithm termed CARA (Joint Client
Association and Random Access Control) to tackle
the joint problem. Clients and APs in CARA do not
need global knowledge of the network; each node
exchanges messages with its neighbors to compute
the solution.

� Extensive simulations and experimental studies:Wedem-
onstrate the effectiveness and practicability of CARA
with extensive simulation and real experimental
study. We show that CARA outperforms recent
schemes by a wide margin in terms of throughput
and fairness.

The rest of the paper is organized as follows. After discus-
sion on relatedwork in Section 2, we present the problem for-
mulation in Section 3. In Section 4, we present the optimal
access control policy for the random access control problem.
In Section 5, we present a factor-2 approximation algorithm
for the case where transmission probabilities of APs are
given. In Section 6, we propose a distributed algorithm,
termed CARA for joint client association and access control.
We present illustrative simulation results in Section 7 and
experimental study in Section 8. Finally, we conclude in
Section 9.

2 RELATED WORKS

Client Association in Networks with Single User Transmission
Schemes. Many works [7], [11], [12], [13], [14], [15], [16] have
studied user association for networks using single user
transmission schemes. In these networks, APs are associ-
ated with multiple clients. However, at each time slot, an
AP can only transmit to one of its clients. These works are
impressive, however they cannot be directly applied to
MU-MIMO networks because they have not considered the
heterogeneity of AP serving power (due to heterogeneous
numbers of antennas at APs).

Some research has studied on-line AP association [17],
[18], [19], [20]. The association decisions made in these
schemes are irrevocable, i.e., cannot be changed once the con-
nection is established. Therefore, they are not adaptive to
dynamic traffic when users may join and leave anytime, and

Fig. 1. A wireless network formed by APs with heterogenous numbers of
antennas. The channel assigned to each AP is labelled at the top of the
AP.
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hence their performance may degrade over time. We con-
sider here re-optimizing association over time by migrating
clients to achieve better performance, either periodically or
upon detecting a drop in network performance.

There have been works [8], [9], [21], [22], [23] optimizing
user association based on the assumption of no inter-AP
interference. However, in reality, APs may interfere with
each other. It is hence important to consider associating a
user with an AP in the presence of interference. To address
interference, previous research [3], [4], [5], [6] considers that
all APs are transmitting simultaneously. The channel qual-
ity/SINR at a client is hence greatly degraded due to inter-
ference. On the other hand, we consider APs may interfere
with each other and the channel access of interfering trans-
missions are scheduled by DCF MAC.

Client Association in Multi-User Networks. Another line of
research studies user association inMU-MIMOnetworks. An
MU-MIMO AP is capable of transmitting to multiple users
simultaneously. Some of these schemes [24], [25], [26], [27],
[28] optimize user association using instantaneous channel
state information. These works jointly design cell association
and beamformer to optimize some utility, such as weighted
sum rate or energy consumption. They incur high overhead
as optimal cell association changes per coherent time (which
is in the order of a fewms). To reduce overhead, user associa-
tion schemes based on long-term channel condition have
recently been proposed [5], [29], [30], [31]. These schemes
optimize ergodic client performance using channel state
information (CSI) statistics instead of instantaneous CSI.

Some works consider the case of a large number of anten-
nas, i.e., the number of antennas are much larger than the
number of clients [32], [33]. Assuming that all clients can be
served continuously with abundant antenna elements, these
works formulate an optimization model to maximize sum
client rate. Client association for massive MIMO networks
has been investigated in [34], [35]. A nice survey on client
association in 5G is given in [36]. The work in [37] presents
an optimal joint antenna assignment and admission control
policy for MIMOmesh networks.

Random Access Control: Considering network topologies
are fixed, works in [38], [39] propose distributed algorithms
to maximize concave utilities of client throughput. Based on
locally available channel state, i.e., the average number
of consecutive idle slots between two transmissions, Xia
et al. [40] design a dynamic contention window adjustment
algorithm using control theory. In [41], a random access con-
trol protocol, termed PoCMAC is proposed for full-duplex
APs. PoCMAC jointly optimizes transmit power and conten-
tion window sizes. Although, these works are impressive,
they have not considered optimizing network topologies via
client association control.

A large body of work has been done on centralized
access scheduling for enterprise WLANs [42], [43], [44],
[45], [46]. Centralized access scheduling brings significant
throughput gain. However, it is difficult to be implemented
in a large network due to heavy control overhead.

A preliminary version of this work has been reported
in [47]. The work considers the case of no AP interference.
The current work advances from it in several major ways: 1)
It considers the more realistic scenario where APs may inter-
fere. 2) It considers channel access control, and formulates

the problem of joint client association and access control.
3) The previous algorithm considers only single antenna
APs. The current work considers a more general scenario
of MU-MIMO APs with heterogeneous serving capability.
4) The previouswork focuses on centralized algorithms. This
work, on the other hand, presents a highly distributed and
scalable algorithm, CARA.

3 SYSTEM MODEL AND PROBLEM FORMULATION

3.1 System Setting

We consider general MU-MIMO WLANs consisting of a
number of APs, each AP is wired to the Internet. Let A be
the set of APs and m be its cardinality, i.e., jAj ¼ m. The fre-
quency channel on which AP i operates is denoted as cðiÞ.
We denote the set of clients as U, where jUj ¼ n.

Both APs and clients are referred to as nodes. Denote
N ¼ A [U as the set of nodes in the network. The number
of antennas at node i is denoted asKi, which is also referred
to as its DoF (Degree of Freedom).

Transmission from node i to node j is represented by a
link ði; jÞ. We assume a i.i.d. Rayleigh fading model. The
wireless channel from node i to node j is denoted as
Hji 2 CNj�Ni . Denote the element at themth row and nth col-
umn of channel matrix Hji as ½Hji�mn. Each element of Hji is
composed by distance based path-loss and fast fading chan-
nel coefficient. That is ½Hji�mn ¼ ½hji�mn

ffiffiffiffiffiffi
gji

p
, where gji is the

long-term channel, determined by large-scale factors such as
path loss and shadowing between i and j. Complex number
½hji�mn is the fast fading channel coefficient between the mth
receive antenna and the nth transmit antenna. ½hji�mn changes

quickly in the order of milliseconds. ½hji�mn � CNð0; 1Þ and
½Hji�mn � CNð0; gjiÞ. The long-term channel, i.e., gji can be

estimated at the receiver side. For example in [5], [34], [35],
[48], the long-term channel/large-scale fading is assumed
given and easy to obtain.

A client accesses the Internet by associating with an AP.
We denote the set of APs that client j potentially associates
with as AðjÞ. Specifically, AðjÞ is the set of APs from which
the channel quality at client j is larger than some threshold
t, i.e., gij � t; 8i 2 AðjÞ. Following convention, traffic sent
from an AP to a client is referred to as downlink traffic.
While traffic sent from a client to an AP is referred to as
uplink traffic.

Each node has some transmit probability (the probability
it transmits after sensing an idle time slot). The transmit
probability of node n is denoted as Pn. In this work, we con-
sider optimizing the transmit probability of APs. However,
we assume that the transmit probabilities of clients are given
and cannot be modified. We assume packet are always back-
logged at the transmitter. We assume whenever an AP
acquires the channel, it transmits for a fixed number of slots.
Packet fragmentation and aggregation are allowed.

3.2 System Operation

We show in Fig. 2 the schematic for the system operation. It
consists of two time scales:

� Long-term time scale: Our user association and ran-
dom access control are carried out over long-term
time scale based on CSI statistics (i.e., gji).
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� Short-term time scale: The short-term time scale is
determined by the coherence time of the instanta-
neous CSI (i.e ½hji�mn). Each AP performs client selec-
tion and beamforming design over the short-term
time scale.

We consider each AP transmits concurrent packets to its
clients with zero-forcing beamforming. In the ideal case,
when AP i decides to transmit, it selects B � Ki clients
according to the instantaneous client channel to maximize a
certain objective, such as weighted sum-rate [49], [50] or log-
arithm utility of client rate [51]. Then, it designs beamformer
and optimize power allocation according to the channel
matrix of these B clients.

Since the instantaneous CSI of client channel change
quickly (in the order of milliseconds), optimizing client asso-
ciation and AP transmit probability based on instantaneous
CSI will incur heavy overhead. Therefore, we decoupled
user association and random access optimization from client
scheduling or bemaformer design.

The joint user association and random access optimiza-
tion is carried out based on CSI statistics over long-term
time scale. As we do not optimize for a particular channel
realization, we need to make approximations on the client
scheduling and beamforming design procedures. Hence,
we assume AP i always schedules Ki clients and allocates
power evenly to all clients. Similar assumption has been
made in [5], [48], [52]. We assume that each client receives
only one stream at a time.

The sender and receiver of a link ði; jÞ apply linear proc-
essing to mitigate interference. AP i uses Vji 2 CNi�1 as a
zero-forcing precoder for client j. Similarly, client j uses lin-
ear receiver combine vector Uj 2 C1�Nj as the receive filter.

Let BðiÞ be the set of clients selected for downlink trans-
mission. The instantaneous received signal at client j of link
ði; jÞ is given by

yji ¼ UjHjiVjixj|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
desired signal

þ
X

m2BðiÞ;m 6¼j

UjHjiVmixm

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inter-stream interference

þ Iji|{z}
inter-AP interference

þ Ujz|{z}
backgroup noise

;

(1)

where xj is the symbol for client j. In order to eliminate
inter-stream interference, precoding vector Vji and receiver
combiner are designed to satisfy the following conditions:

1) UmHmiVji ¼ 0; 8m 2 BðiÞ;m 6¼ j;

2) UjHjiVji > 0; 8j 2 BðiÞ.
It has been shown that these conditions can be satisfied

almost for sure [53], [54], [55]. Clearly, signal UjHjiVjixj

received at client j is hence affected by precoding vector Vji.
We consider the precoding vector and the receive filter are
semi-unitary i.e., jVjij2 ¼ 1 and jUjj2 ¼ 1. We assume that Vji

is generated according to zero-forcing that does not consider
Hji. That is Vji is statistically independent of Hji. Due to the
bi-unitary invariance of Hji, each element of vector HjiVji is
i.i.d. CNð0; gjiÞ distributed Gaussian random variable.
UjHjiVji is the linear combination ofKj i.i.d Gaussian random
variables. Therefore, the effective desired channel for client j
is (Proof can be found in Lemma 1 of [52] and Lemma 1
of [56])

gji ¼ UjHjiVji � CNð0; gjiÞ: (2)

Since interfering transmitters are coordinated by DCF,
the interference Iji of successful transmission is negligible.
AP i allocates its power evenly for all clients. Therefore, the

received SNR (signal-to-noise-ratio) at client j is
gjiPoweri

Kis
2 ,

where s is the background noise density. Poweri is the
transmit power of node i. For uplink traffic, a client allocates
all its power for the transmission as it can only transmit to

one AP at a time. Therefore, the received SNR is
gijPowerj

s2
.

Then ergodic capacity of link ði; jÞ is computed as [52]

Cði; jÞ ¼ E

�
log 1þ jgjij2Poweri

Kis2

 !�
;¼ e1=rijE1

�
1=rij

�
;

(3)

where rij ¼ gjiPoweri
s2Ki

and E1

�
h
� ¼ R1

h
t�1e�tdt is the expo-

nential integral. Similarly, uplink capacity is computed as

Cðj; iÞ ¼ e1=rjiE1

�
1=rji

�
, where rji ¼ gijPowerj

s2
.

3.3 Media Access Model

In this section, we present the media access model under
consideration. Two-way error free connectivity is assumed
in our model. The transmission of link ði; jÞ is interfered by
node n if the received power of n’s signal at receiver j or
sender i is above some sensing threshold. This is because
data are transmitted from i to j and the ACK is sent from j
to i. For successful transmission, both data and ACK need
to be received correctly.

We assume there are no hidden terminals. This is possible
if the range of carrier-sensing is large enough [57], [58], [59].
During the backoff stage, node i senses the channel to per-
form clear channel assessment (CCA). If any node in its sens-
ing range is transmitting, the node backs off its transmission.
This implies that the channel access of node i is conflicting
with the channel accesses of nodes within its sensing range.
We denote by CFðiÞ the set of nodes conflicting with node i.
We assume a symmetric conflict graph. That is if node
n 2 CFðiÞ, then node i is also in the set CFðnÞ. We show an
example in Fig. 3. AP a, AP c, client 1, client 2 and client 3 are
within the sensing range of AP b. Consider that AP c is trans-
mitting to client 3. ThenAP b senses a busy channel.

Denote the size of the contention window of node n as
CWn, which determines the transmission probability of node
n. In this paper, we consider using fixed/stationary CWn

which is optimized according to the network topology. Node
n with contention window size CWn randomly selects a

Fig. 2. Block diagram of long-term and short-term operation of the sys-
tem under study.

WONG ET AL.: JOINT CLIENT ASSOCIATION AND RANDOM ACCESS CONTROL FOR MU-MIMOWLANS 2821

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on November 05,2020 at 05:04:04 UTC from IEEE Xplore.  Restrictions apply. 



number t from ½1; CW � and backs off for t idle time slots. Since
the average value of t is ðCWn þ 1Þ=2, the node transmits
with probability Pn ¼ 2=ðCWn þ 1Þ after sensing an idle time
slot.

We show the channel access of an AP in Fig. 4. Similar to
the scheme presented in [60] (Fig. 11), when an AP transmits,
it selectsKi clients and transmits for a duration of Li number
of time slots. The reason we use fixed transmit duration for
all scheduled clients is shown in Fig. 5. In this figure, AP
transmit to each scheduled client a packet with the same
size. Since the link rates from the AP to different clients are
different. Some clients finish receiving faster than the others.
As shown in the figure, after client 1 completes receiving the
packet, it has to wait for the completion of other clients with
slower link rates. The blocks in blue color indicate the waste
of channel air time. During to the overhead DCF control
frames (such as SIFS, AIFS and ACK), only b fraction of time
is used for payload transmission.

3.4 Problem Formulation

In this section, we formulate the joint association and access
control problem as an integer programming problem. Nota-
tions we use are summarized in Table 1.

We first consider downlink traffic. Given that AP idecides
to transmit, the probability that it transmits to client j is
denoted as pij. That is flow ði; jÞ transmit with probability
pijP

i in an idle slot. Let xij be the association decision vari-
able indicating whether client j associates with AP i. Clearly,
xij 2 f0; 1g is a binary variable. Since each client can associ-
ate with only one AP, we must have the following con-
straints.

X
i2A

xij ¼ 1; 8j 2 U: (4)

Previous analytic frameworks [58], [61], [62] show that
the channel activities of CSMA wireless networks can be
modeled by a continues Markov chain (CMC). Each node in
the network can be and only can be in two states: active or
inactive. Clearly, a state s of the network and also a state of

the CMC is represented by the set of all active nodes. For
example, s ¼ ; means no node is transmitting in the state,
while s ¼ fi; ng implies that only node i and n are active.

If the system is in state s where node i and its conflicting
nodes (i.e nodes in CFðiÞ) are inactive, the system transits
from state s to state sþ iwith the transition ratePi. Similarly,
the system transits from state sþ i to s with the transition
rate 1=Li. A state s is feasible iif there are no conflicting
nodes.

Let S be the set of all feasible states. It has been shown
that the stationary probability that the network is in state s,

pðsÞ ¼
Q

n2s P
nLn

C0
, where C0 is a constant equal to

P
s2S pðsÞ

[58], [63]. We show an example in Fig. 6. As shown in Fig. 6
A), there is a network formed by node 1 and node 2. The
edge between them indicates that they conflict with each
other. Therefore, the feasible states of the network are ;, f1g
and f2g. The numbers labeled at the arcs of Fig. 6 B) show
the transition rates between states. The steady probability of

state f1g is hence P1L1
1þP1L1þP2L2

. Hence, the throughput of flow

ði; jÞ, Tij is given by

bCði; jÞpij
X

s2S;i2s
pðsÞ; (5)

where
P

s2S;i2s pðsÞ is interpreted as the fraction of active

time of node i.
However, the throughput modeled in Equation (5) is

mathematically untractable as it requires enumerating all the
independent sets and global information. It can be approxi-
mated by the following equation (See Equation (21) in [61]). It
has been shown that this approximation is close to the exact
model (See Fig. 9 in [61]).

Tij ¼ bCði; jÞpijP iLi

ð1þ PiLiÞ
Q

n2CFðiÞð1þ PnLnÞ ; (6)

Fig. 3. A network with interfering nodes.

Fig. 4. Downlink transmission scheme with fixed duration

Fig. 5. Downlink transmission scheme with fixed size packets

TABLE 1
Major Symbols Used in this Paper

Notation Definition

AðjÞ Set of APs that client j is potential to associate with
gji Long-term channel from node i to node j

Ki DoF (number of antennas) of AP i
Poweri Total power budge of node i
Cði; jÞ Data rate of link from node i to node j

CFðiÞ Set of nodes conflicting with node i
Pn Node n’s transmission probability
pij The probability that AP i transmit to client j given

that it transmits
xij Binary variable indicating whether user j is

associated with AP i
b The fraction of time used for payload transmission

during transmission duration Li
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Note that we assume there is no hidden terminals and
perfect carrier sensing. Therefore collision due to hidden
nodes is not captured in the throughput calculation. Let
ti ¼ PiLi=ð1þ PiLiÞ. We can transfer it into a form similar
to the throughput model of Aloha networks. Tij ¼
bCði; jÞpijti

Q
n2CFðiÞð1� tnÞ. Thereby, we denote pðiÞ ¼

PiLi

ð1þPiLiÞ
Q

n2CFðiÞð1þPnLnÞ as the approximated fraction of time

that node i is active.

Denote the downlink throughput of client j as TD
j . As

client j is possible to associate with any AP, its downlink
throughput can be calculated as follows:

TD
j ¼

X
i2A

xijTij:

We consider a client scheduler withwhich eachAP selects
clients for downlink transmission with probabilities propor-

tional to their weights, i.e. pij ¼ min
� wjKjP

k2UðiÞ wk
; 1
	
, where

UðiÞ is the set of clients associated with AP i. The scheduler
can be achieved as follows. ConsiderM transmit opportuni-
ties (TXOP) of AP i. M is a sufficiently large number, for
exampleM ¼ 100. AP imaintains a transmission counterMj

for each client j. Mj is the number of time (frequency) that
AP i selects client j. WhenAP i transmits, it randomly selects
Ki clients which with counter Mj < Mpij. In this way, AP i
guarantees to transmit to client j for pijM times. Therefore,
the probability that AP i selects j is approximately equal to
pij. During M TXOPs, AP i can schedule MKi clients. SinceP

j2UðiÞ pijMj ¼ MKi, the scheduler is feasible.

We next consider the uplink throughput of client j. Client
j associates with only one AP, whenever it accesses the
channel, it transmits uplink packets to its associated AP.
Therefore pji ¼ 1. The uplink throughput is given by

Tji ¼ bCðj; iÞpjiP jLj

ð1þ PjLjÞ
Q

n2CFðjÞð1þ PnLnÞ : (7)

Similarly, the uplink throughput of client j can be calcu-

lated as TU
j ¼Pi2A xijTji. Usually, downlink and uplink traf-

fic in WLANs are not symmetric. A WLAN often has more
downlink traffic requirement than uplink traffic requirement.
Moreover, different clients in the networkmay have different
traffic requirement or priorities. We, therefore, associate the
downlink and uplink transmission of each client with some
weight which indicates the importance of the transmission.
Denote the weight of downlink transmission of client j as wD

j

and theweight of its uplink transmission aswU
j .

To tradeoff between fairness and network throughput,
we seek to maximize the proportional fairness of all traffic
flows (including downlink and uplink traffic), given by the
following client throughput utility function:

V ðUÞ ¼
X
j2U



wD

j logTD
j þ wU

j logT
U
j

�
: (8)

The Joint Client Association and Random Access control
Problem (JCARAP) can be formally expressed as

max V ðUÞ;
s.t. Constraints ð4Þ;

xij 2 f0; 1g; 8i 2 A; j 2 U;

P i � 0; 8i 2 A:

(9)

The optimization problem is an integer programming,
where x determines association decisions and P determines
random access control decisions. Due to integer constraint
xij 2 f0; 1g, it is non-convex and difficult to solve in general.
We show in Section 1 of the supplementary materials,
which can be found on the Computer Society Digital Library
at ht tp ://doi . ieeecomputersoc ie ty .org/10 .1109/
TMC.2019.2935197 that the client scheduler is optimal for
any given Pi.

4 AN OPTIMAL ALGORITHM FOR

ACCESS CONTROL

In this section, we consider the case where client association
is given. Our joint problem then reduces to the random
access control problem. We only need to decide the transmit
probability of each AP. We present the optimal solution to
the problem.

As client association is given, we denote the AP associ-
ated by client j as aj. The set of clients associated with AP i
is denoted as UðiÞ. For the sake of simplicity in notations,
we further define wn as the weight of node n. If n is a client,
wn is defined as its uplink weight, i.e., wn ¼ wU

n . If n is an
AP, wn is defined as the sum of its clients’ downlink weight,
i.e., wn ¼Pk2UðnÞ w

D
k .

The joint optimization problem is hence reduced to the
following ACP (Acess Control Problem).

ACP: max V ðUÞ;
s:t: P i � 0; 8i 2 A:

(10)

The optimal solution to the ACP can be obtained in
closed-form given by Theorem 1, available in the online
supplemental material.

Theorem 1. Optimal Access Control Policy:

Pi ¼
P

k2UðiÞ w
D
k

Li

P
n2CFðiÞ wn

" #Pmax

Pmin

; 8i 2 A; (11)

Notably, the optimal transmit probability of AP i only
depends on the aggregated downlink weight of its servicing

clients,
P

k2UðiÞ w
D
k and the aggregated weight of nodes con-

flicting with the AP,
P

n2CFðiÞ wn.

Fig. 6. A network with two nodes and its corresponding continuous
Markov chain.
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½P �Pmax

Pmin ¼ maxfminfP; Pmaxg; Pming. It requires the trans-
mit probability of each AP to be less than Pmax and greater
than Pmin. Due to practical issues, most channel access pro-
tocols have such constraint. For example, in the EDCF, the
maximum allowed channel access probability for voice traf-
fic is 1=3 (with a minimum CW size 2).

5 AN ONLINE ALGORITHM FOR

CLIENT ASSOCIATION

In this section, we consider that APs’ transmit probabilities
are given. To gain some insight into the association problem,
we consider a special case where all clients have the same
weight and focus on downlink traffic only. It is worthy of
being studied as a large body of work focuses on similar
cases [3], [5]. We propose a greedy algorithm, termed
Greedy-Asso to tackle the problem.

Aswe have shown in Section 3.4, when all clients have the
sameweight, the optimal channel access policy is to serve cli-
ents with the equal probability. Therefore, the joint optimiza-
tion problem is reduced to the following Client Association
Problem (CAP).

CAP :

max
X
j2U

log

�X
i2A

xijbCði; jÞpijpi



;

pij ¼
Ki

jUðiÞj ; ifjUðiÞj > Ki;

1; otherwise;

(

xij 2 f0; 1g; 8i 2 A; j 2 U;X
i2A

xij ¼ 1; 8j 2 U:

Consider that clients in the network associate with APs in
order. Before associating client j, a set of clients have arrived
at the network. We abuse the notation a little bit here by also
representing the set of clients which arrived before j asU.

Recall that the optimization objective is maximizing util-
ity V ðUÞ. We define the marginal utility of associating a
new client j to AP i given the set of previously associated
clientsU as DV ði; jjUÞ. Marginal utility measures the change
in the objective value V .

DV ði; jjUÞ ¼
log ðbCði; jÞpiÞ ifjUðiÞj þ 1 � Ki;

log ðbCði; jÞpiKiÞ þ jUðiÞjlog jUðiÞj
�ðjUðiÞj þ 1Þlog ðjUðiÞj þ 1Þ; otherwise:

8<
:

(12)

We next present an online approximation algorithm,
termed Greedy-Asso to tackle the CAP.

Algorithm 1. Greedy-Asso

Input: A, U, P
Outpur: x

1: for j ¼ 1; 2; :::n
2: i	 ¼ argmaxiDV ði; jjUÞ
3: Associate client j to AP i	

4: U ¼ U [ j
5: end

Greedy-Asso is an online algorithm. A joining client
makes association decision without knowing any informa-
tion about the clients arriving after it. It computes the mar-
ginal utility of associating with an AP i and associates with
the AP such that the marginal utility is maximized.

Theorem 2. Greedy-Asso is a factor-2 approximation algorithm.
(Please refer to Section 3 of the Supplementary Material,
available in the online.)

6 DISTRIBUTED JOINT CLIENT ASSOCIATION AND

RANDOM ACCESS CONTROL

Motivated by the optimal access control policy and the
approximation algorithm for online client association, we
present in this section a distributed algorithm, termed Joint
Client Association and Random Access Control (CARA) to
tackle the joint optimization problem.

Clients may join and leave the network at any time. To
accommodate client joining and leaving, CARA consists of
two operations. They are AP selection at the joining phase
and association re-optimization. When a client is joining the
network, it selects the best AP to associate with. As the net-
work evolves with client departure, AP load becomes imbal-
anced even if we start with optimal AP selection. Therefore,
CARA adopts re-optimization to continuously balance AP
load.

6.1 Periodic Transmit Probability Adjustment

CARA optimizes the transmit probabilities of APs periodi-
cally according to the optimal access control policy (For-
mula (11)). To realize this, an AP i needs information on the
downlink weight of clients associated with it (i.e., wD

j ; 8j
2 UðiÞ) , the set of nodes (both APs and clients) conflicting
with AP i (i.e., CFðiÞ) and the weight of each node in CFðiÞ.
The weight of clients in UðiÞ can be obtained naturally at the
AP. However, the weight of nodes in CFðiÞ are not naturally
available at the AP. We propose the following approach to
learn such information.

The nodes that are conflicting with AP i is at most two-
hop away from i in the connectivity graph. Using the client
reports standardized in the 802.11k standard, AP i can learn
the local network topology two-hop away from it. In a client
report, APs require its clients to perform active/passive
channel scanning on the used channel. Clients report all
nodes observed in its vicinity to its associated AP. Channel
scanning can be done in around hundreds of milliseconds.
Periodically, each AP exchanges client reports and client
weights with its neighbour APs via the wired backhaul. In
this way, each AP can find out all nodes conflicting with it
and the weights of these nodes. Similar approaches have
been studied in [64], [65] for building network conflict
graphs.

6.2 AP Selection at the Joining Phase

Similar to the Greedy-Asso algorithm, each client j selects
the AP to associate with such that the client throughput util-
ity V ðUÞ (given by Equation (8)) is maximized. While
Greedy-Asso only focuses on downlink throughput, CARA
optimizes for both downlink and uplink throughput.
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Consider that client j is joining the network. U is the set
of clients which have arrived at the network before j. To
select the best AP, client j needs to compute the marginal
utility DV ði; jjUÞ of associating to AP i for all i in AðjÞ.

CARA jointly optimizes client association and random
channel access. APs adopt the optimal access control policy,
shown in Equation (11), hence the association of client jwith
AP i may change the channel access policies of APs in the
vicinity. For reducing complexity, the joining client assumes
that only AP i needs to increase its transmit probability to
accommodate the new client when computing DV ði; jjUÞ.
While the transmit probabilities of other APs remain the
same. Therefore,

DV ði; jjUÞ ¼X
k2UðiÞ

wk log

 
p̂ikP̂

ið1þ PiLiÞ
pikP ið1þ P̂ iLiÞ

!
�
X

n2CFðiÞ
wn log

 
1þ P̂ iLi

1þ PiLi

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

utility change due to AP i

þ wD
j log

 
bCði; jÞp̂ijP̂ iLi

ð1þ P̂ iLiÞ
Q

n2CFðiÞð1þ PnLnÞ

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

downlink throughput utility of client j

;

þ wU
j log

 
bCðj; iÞpjiP jLj

ð1þ PjLjÞ
Q

n2CFð1þ PnLnÞ

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

uplink throughput utility of client j

;

�
X

n2CFðjÞ
wn log ð1þ PjLjÞ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
utility change due to client j

;

(13)

where fPi; pijg is the access control policy of AP i before
the joining of client j. Given that client j associates with AP
i, AP i increases its transmit probability to P̂ i and serves its
client k with probability p̂ik according to the client sched-
uler. This might change the throughput utility of its associ-
ated clients and nodes which can sense its transmission.

We show an example in Fig. 7. Given that client j associ-
ates with AP i, there are more clients sharing the service time
of the AP. Therefore the throughput of its clients (i.e., client 2
and client 3) may change. Moreover, due to the change of AP
i’s transmit probability, the transmission opportunities of
nodeswhich conflictingwith AP i (i.e., client 1, client 2, client
3, client 4 and AP B) are affected. In Equation (13), the term

P
k2UðiÞ wk log ðp̂ikP̂

ið1þPiLiÞ
pikP

ið1þP̂ iLiÞ
Þ computes the throughput change

of AP i’s associated clients. Similarly, the term �Pn2CFðiÞ
wn log ð1þP̂ iLi

1þPiLi
Þ measures the throughput change of nodes in

CFðiÞ.
The term wD

j log ð bCði;jÞp̂ijP̂ iLi

ð1þP̂ iLiÞ
Q

n2CFðiÞð1þPnLnÞÞ estimates the

downlink throughput utility achieved by client j if associat-
ing with AP i. The term

Q
n2CFðiÞð1þ PnLnÞ can be pre-

computed at the AP side because AP i is able to learn the
transmit probabilities and transmission duration of nodes
in its sensing range using 802.11k standard. Such infoma-
tion can be sent to the joinning client with probe responses.

The term wU
j log ð Cðj;iÞpjiPjLj

ð1þPjLjÞ
Q

n2CFðjÞð1þPnLnÞÞ estimate the

uplink throughput of client j. However, the term
Q

n2CFðjÞ
ð1þ PnLnÞ is not easy to obtain during the joining phase.
Therefore, we approximate CFðjÞ by all the APs that discov-
ered by client j. Transmit probability Pn and duration Ln of
theseAPs can be sent to jwith probe responses.

The last term, �Pn2CFðjÞ wn log ð1þ PjLjÞ measures

howmuch other nodes are affected due to the uplink traffic of
client j. However, at the joining phase, it is difficult to deter-
mine which nodes conflicting with client j. Therefore, the set
CFðjÞ only contains APs which receive the probe request of
the client.

The detail of the AP selection algorithm is shown in
Algorithm 2. We also show an illustrative example in Fig. 7.
As shown in Line 2 of Algorithm 2, the client first scans the
channel to discover nearby APs by broadcasting probe
requests. We consider an AP successfully receiving the
request as a candidate for j to associate with. Therefore, it is
in set AðjÞ.

Algorithm 2. AP Selection Algorithm

1 Client j:
2 Broadcasts probe requests
3 Receives probe responses from APs
4 Computes DV ði; jjUÞ for each AP i
5 Associates with AP i	, such that i	 ¼ argmaxiDV ði; jjUÞ
6 Broadcasts the association decision
7 Each AP i in AðjÞ:
8 On receiving probe requests, sends a probe response
9 Receives the association decision from j
10 Updates transmit probability according to the access

control policy (Formula (11))

On receiving the request, each AP replies with a probe
response frame. The response consists 1) the utility change
due to AP i; 2) the serving probability of j, p̂ij; 3)

Q
n2CFðiÞ

ð1þ PnLnÞ; 4) its transmit probability Pi, its weight wi and
transmission durationLi.

With the information obtained from probe responses, cli-
ent j computes the marginal utility DV ði; jjUÞ for each AP i
in AðjÞ distributively according to Equation (13). Then it
selects the AP that maximizes the marginal utility (from
Line 4 to Line 5). Then, it broadcasts its association decision
to notify nearbyAPs (Line 6). EachAP l inAðjÞ receive a noti-
fication from j and updates topology information UðlÞ and
CFðlÞ. According to the topology information, each AP
updates its transmit probability (Line 10).

Fig. 7. An illustration of the AP selection algorithm.
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6.3 Association Re-Optimization

When the network evolves with client departure, client
association on APs becomes imbalanced even with optimal
AP selection. To address this, CARA adopts association re-
optimization to balance AP load continuously.

Ideally, association re-optimization can be conducted
whenever there is client departure. However, it might be
costly. Therefore, CARA conducts association re-optimization
periodically.

In association re-optimization, each client periodically
tries to improve current association solution locally. It con-
siders re-associating to a new AP to improve client through-
put utility V ðUÞ. In re-association, j first disconnects from
the current AP and associates with a new AP.

Define DV ði; jjxÞ as the change of utility due to re-
associating client j with AP i given current association x.
Each client j searchs all APs in AðjÞ and computes DV ði; jjxÞ
for all i 2 AðjÞ. Then, it re-associates to the AP such that the
network utility V is increased the most. Let aj be the AP cur-
rently associated with j. For Implementability and network
stability, during the re-association, client j consider that
the transmit probabilities of AP aj and i remain the same.
Therefore, DV ði; jjxÞ can be calculated distributively.

Clearly, the association re-optimization converges. This
is because whenever re-optimization is made, client throug-
hput utility increases and the utility is upper bounded by
some positive value.

7 ILLUSTRATIVE SIMULATION RESULTS

In this section, we present our simulation studies on CARA.
We first discuss the simulation environment and perfor-
mance metrics in Section 7.1, and then present illustrative
results in Section 7.2.

7.1 Simulation Environment

We conduct simulation on a MAC-level simulator to evalu-
ate CARA. In our simulation, APs are randomly deployed
in an area (of size 200 m� 200 m). To create nonuniform
user distribution, 70% clients are uniformly distributed in a
square with side 120 m centered at (100 m, 100 m). While
the other users are uniformly distributed in the whole area.

The transmit power of each AP is set to be 20 dBm. Each
AP operates on a channel chosen from a predefined set of
orthogonal channels. Channel selection is optimized using
the Tabu-search based algorithm presented in [66]. To bring
heterogeneity to the network, APs are equippedwith hetero-
geneous numbers of antennas. APs have saturated downlink
traffic. Each client has the same weight. Packet are always
back-logged at the transmitter. Whenever an AP acquires the
channel, it transmits for 10 time slots.

Unless otherwise stated, we use the following as our base-
line parameters. We use the log-distance path loss model
with reference distance 1 meter, reference loss 46.678 dBm

and loss exponent 3. The noise power of the environment is
�101 dBm. There are 4 orthogonal spectrum channels in the
network, each has a bandwidth of 20 MHz. The number of
antennas at each AP is drawn from a normal distribution
with mean of 2 and variance of 1. The number of APs and
Clients are 20 and 100 respectively. Each client has only one
antenna. The slot duration is 10milliseconds.

We are interested in the following performance metrics:
1) Throughput: It is client throughput, calculated as the num-
ber of bits received divided by transmission duration. We
are interested in both average client throughput and worst-
case client throughput. 2) Proportional fairness utility: An
analytical metric measuring client throughput utility. It is
calculated as shown in Equation (8). We compare CARA
with the following approaches:

� Strongest signal based association (MaxSNR): In the
scheme, clients are always associated with the AP
from which they receive the best signal.

� Proportional fairness association (PFairness) [9]: In the
scheme, user association is optimized by an off-
line algorithm to achieve proportional fairness in
client throughput. It does not consider co-channel
interference.

� Proportional fairness association based on SINR
(PFairness-SINR) [3]: It represents a large body of
work in the literature. Assuming APs are transmit-
ting simultaneously, it factors in inter-AP interfer-
ence using the SINR model. The channel quality
at a client is determined by the SINR received at the
client. Then, each client selects the best AP to asso-
ciate with in an online manner. 802.11 DCF MAC is
not considered in the scheme.

In the physical layer, we use zero-forcing beamforming
for multi-user beamforming. In our formulation, the link
data rate is estimated using long-term channel state. To
get more accurate results, in the simulation, we consider
instantaneous data rate, which is calculated as follows. First,
SINRij is calculated using

SINRij ¼ jhijVijj2
WN0 þ I

;

where Vij is the zeroforcing beamformer used by AP i for
precoding j’s signal. I is the interference due to interfering
APs not detected by client j. Then, SINR is mapped to a
MCS value according to Table 2 [67]. Each MCS value is
then mapped to a certain data rate.

For the MAC layer, we simulate the 802.11 DCF MAC.
maxSNR, PFairness and PFairness-SINR do not consider
optimizing APs’ contention windows. Therefore, we set the
minimum contention window (CWmin) of APs in these
schemes to be 15 according to the 802.11ac standard. Conten-
tion windows are adjusted using the Binary Exponential
Backoff (BEB)mechanism.

TABLE 2
SINR-MCS Mapping

SINR (dB) <4 [4, 5) [5, 9) [9, 11) [11, 15) [15, 18) [18, 20) [20, 23) � 23

MCS index None 0 1 2 3 4 5 6 7
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7.2 Illustrative Results

We plot the average throughput of different schemes versus
the number of available channels in Fig. 8. The throughput
of all schemes increases with the number of channels
because channel contention/interference reduces greatly as
frequency resources increase. Even though PFairness balan-
ces traffic load between APs, it achieves little gain over
maxSNR. This is because PFairness fails to balance traffic
load among different channels as it does not consider co-
channel interference. The throughput of PFairness-SINR
outperforms PFairness as it captures inter-AP interference
using the SINR model. CARA outperforms PFairness-SINR
mainly due to the following reasons: 1) PFairness-SINR fails
to consider media access control. It assumes all APs trans-
mit simultaneously and signal power from neighbour APs
is modeled as interference. When the network is dense,
PFairness-SINR tends to associate a client with the closest
AP to improve the received SINR, and hence can not
achieve load balancing. However, in the system under
study, interfering transmission is scheduled with CSMA/
CA. This justifies that client association needs to be aware of
the media access control mechanism. 2) APs in PFairness-
SINR use the same contention window size in spite of the
differences in the number of serving clients. On the con-
trary, CARA jointly optimizes client association and AP
transmission persistence to maximize proportional fairness.
APs associated with more clients are able to access the chan-
nel with more opportunity.

In Fig. 9, we compare the proportional fairness utility of
CARA under different channel resources with other com-
parison schemes. Client throughput proportional fairness
increases with the increase in channel resources. Initially, the
fairness metric of PFairness-SINR overlaps with that of

PFairness. When the number of channels is beyond a certain
point (3 in our study), PFairness-SINR begins to outperform
PFairness. This justifies the need for considering interference
whenmaking association decisions. CARA outperforms com-
parison schemes by a wide margin showing that joint optimi-
zation achieves better fairness in client throughput allocation.

We show in Fig. 10 the worst-case throughput versus the
number of channels. The throughput of different schemes
improves with the increase of available frequency resources.
MaxSNR has the lowest worst-case client throughput. This is
because APs in the hotspot area are congested with client
traffic. Clients associated with congested AP usually have
very poor throughput. Although PFairness balances client
traffic across APs, it provides very limited performance gain
over MaxSNR. This is because without considering interfer-
ence, it cannot balance client traffic across different channels.
Similarly, PFairness-SINR achieves limited improvement
over MaxSNR when there are only a few channels (1, 2 or 3
channels in our study). As channel resources increase
beyond a certain point, PFairness-SINR offers a significant
gain overmaxSNR for theworst-case clients. CARA achieves
the best performance in both network throughput and mini-
mum client throughput by designing client association and
random channel access jointly.

We plot the average client throughput versus the number
of available antennas in Fig. 11. Client throughput increases
almost linearly with the number of available antennas. This
is because APs equipped with multiple antennas are capable
of sending multiple concurrent packets to clients with MU-
beamforming. The more antennas an AP has, the more cli-
ents it can serve simultaneously. The throughput in CARA
and PFaireness-SINR increase significantly with the increase
in the number of antennas. In contrast, the throughput of
maxSNR and PFairness improves slowly with the number of
antennas. This is because the client association decisions of
maxSNR and PFairness are made without considering the
channel assigned to APs and the heterogeneity of antenna
numbers at APs.

We study the proportional fairness utility of each
scheme with respect to the average number of antennas
in Fig. 12. Client throughput fairness of all schemes
improves with antenna number. CARA performs the best
because it makes better use of spatial degree-of-freedom
due to joint optimization.

Fig. 13 shows the worst-case client throughput against
the number of available antennas. The throughput of the
worst-case client increases with the increase in antenna

Fig. 8. Throughput versus channel number.

Fig. 9. Proportional fairness versus channel number.

Fig. 10. Worst throughput versus channel number.
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number. The slop of CARA is larger than the comparison
schemes, showing that throughput in CARA increases faster
with antenna number. This is because CARA makes better
use of spatial degree-of-freedom for load balancing.

We show the average client throughput versus the number
of clients of different schemes in Fig. 14. Average client
throughput decreaseswith the number of serving clients in the
networks. Clearly, the total channel resources in the network
are fixed. Each client has less chance to access the channel as
each AP serves more clients. CARA achieves substantially
higher throughput than the comparison schemes.

We show the proportional fairness utility of each scheme
with respect to the number of clients in Fig. 15. Proportional
fairness utility increases almost linearly with the number of
clients. This is due to the definition of proportional fairness,
which is

P
j2U log ðTjÞ. Clearly, it gets larger as the size of U

becomes larger. This shows that client throughput propor-
tional fairness is usually a non-decreasing function of the
number of clients.

Fig. 16 plots the minimum client throughput versus the
number of clients in the network. The minimum client
throughput of each scheme drops with the increase in client
number. More requesting clients implies more contention
for accessing the media. Therefore, each client shares lower
throughput. As a result, the throughput of the worst-case
client degrades severely.

We plot the average client throughput versus the num-
ber of APs in the network in Fig. 17. Initially, client
throughput increases with the number of APs in the net-
work because by deploying more APs, we bring closer the
average distance between APs and clients. Then, client
throughput flats off after a certain point as AP-client

distance is not the only factor limiting client throughput.
When the AP-client distance is close enough, client
throughput is mainly constrained by frequency resources
(available channels) in the network. The performance of
CARA and PFairness-SINR improves more significantly at
the beginning because the received strength of the
intended signal increases with the decrease in AP-client
distance. Client throughput in maxSNR and PFairness do
not scale with the number of deployed APs. This is because
more APs are assigned to the same channels as the number
of orthogonal channels is limited. Association decisions
made in maxSNR and PFairness have not considered the
channel selection on APs. Therefore, clients might be
assigned to APs using the same channel causing immense
channel contention.

Fig. 18 shows the client throughput proportional fairness
against the number of APs. While CARA maintains better
performance than comparison schemes consistently, its fair-
ness does not scale with the number of APs. Interestingly,
the fairness of MaxSNR improves with AP number. This is
because MaxSNR always assigns clients to the closest APs.
When there are only a few APs, APs in the hotspot area are
congested with user traffic. As we deploy more and more
APs, user traffic load is potentially offloaded to other nearby
APs. The throughput fairness utility of CARA does not
improve significantly because client throughput is not only
determined by AP-client distance. After proportional fair-
ness reaching a certain point, client throughput is mainly
limited by channel resources.

In Fig. 19, we compare the worst-case client through-
put of CARA under different numbers of APs with other
comparison schemes. The improvement of minimum
client throughput due to decreased AP-client distance is

Fig. 11. Throughput versus antenna number.

Fig. 12. Proportional fairness versus antenna number.

Fig. 13. Worst throughput versus antenna number.

Fig. 14. Throughput versus client number.
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negligible. This is because the minimum client through-
put is mainly limited by channel resources and antenna
number.

8 EXPERIMENT VALIDATION

8.1 Experiment Setup

In this section, we validate the performance of CARA by
implementing and testing it in a 802.11n testbed. As shown
in Fig. 20, we deploy 4 APs in a 10 meters times 15 meters
room. Each AP is implemented by running a Hostapd dae-
mon on a Qualcomm JA76PF0 development board. Each AP
is equipped with a Qualcomm Atheros AR9331 network
interface card (NIC), which supports IEEE 802.11n. AR9331
NIC does not support MU-MIMO beamforming. APs are
labeled by A, B and C and D. All APs operates on 2.4 Ghz
channels. We set the channels of AP A and AP B to be 1.
The channel of AP C is set to be 6. AP D is set to operate on
channel 11. We also place 6 laptops close to the APs to act as
clients. The reason why we use laptops instead of mobile

phones is that active scanning is not allowed by most phone
operating systems. Passive scanning too slow for association
re-optimization. The model of all the laptops is Lenovo
ThinkPad T430s.

To realize the random access control of CARA, we mod-
ify hostapd to adapt contention windows according to
CARA. We achieve this by setting the cwMin and cwMax
of hostapd to be the contention window size optimized
by CARA.

To test the performance of CARA, we use network band-
width measurement tool iperf to evaluate application-layer
client throughput. The iperf speed test tool consists of a
iperf server and iperf clients. We install iperf server on a PC
in the same Ethernet with APs. We also install an iperf client
APP to each of the clients. To measure client throughput,
the iperf server transmits saturated TCP/UDP traffic to
each of the clients.

8.2 Experimental Results

In the first experiment, we have saturated downlink UDP
traffic (generated using iperf) from each AP to its clients.
The average and worst-case client throughput are shown

Fig. 15. Proportional fairness versus client number.

Fig. 16. Worst throughput versus client number.

Fig. 17. Throughput versus AP number.

Fig. 18. Proportional fairness versus AP number.

Fig. 19. Worst throughput versus AP number.

Fig. 20. Locations of APs and clients for the 802.11n testbed.
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in Fig. 21. CARA substantially outperforms comparison
schemes in terms of aggregate throughput and fairness
(almost 1� average throughput increase and 4� worst-case
throughput increase over MaxSNR). We find that PFairness
tends to offload AP A’s client traffic to AP B. However, AP
A and B use the same channel. Therefore, PFairness offers
limited gain over MaxSNR.

We show the UDP jitter (defined as the variance of
UDP packet delay) in Fig. 22. CARA outperforms compari-
son schemes by a wide margin. PFairness and MaxSNR
adopt the BEB mechanism to adjust contention window
sizes. When collisions occur, BEB doubles the contention
windows of transmit nodes. Evaluation studies [68] show
that BEB may lead to unfair throughput allocation in the
short term, which in turn results in large delay and jitter.
Our result confirms these results and shows that using
optimal fixed contention window sizes can potentially
reduce jitter.

In the second experiment, we have saturated downlink
TCP traffic (generated using iperf) from each AP to its cli-
ents. Fig. 23 plots the average and worst-case client through-
put of different schemes. The result is qualitatively the same
as that shown in Fig. 21.

In the third experiment, we study the re-optimization
delay of CARA after client departures. Fig. 24 shows
the time needed for convergence against the number of
departures. In the experiment, we disconnect different
numbers of clients from the network and measure the time
that CARA needs to re-optimize the new topology. After
clients leaving the network, CARA re-optimizes client
association to improve performance. The re-optimization
overhead is mainly due to active channel scanning delay
and client re-associate delay. In the Figure, re-optimization
delay is measured as the time that has elapsed between
the first client re-association event and the last client re-
association event.

9 CONCLUSION

Client association control is important in multi-cell WLANs
as it can not only balance traffic load among APs but also
reduce the number of cell-edge clients (clients in the overlap-
ping coverage of two interfering APs). Moreover, random
access control is also an important factor determining net-
work performance. It determines the transmit probabilities
of APs and serving probabilities of clients.

Clearly, client association and random access control are
coupled, thus need for joint consideration. Prior arts have
only focused one of them. We study the novel problem of
jointly optimizing client association and random access con-
trol to maximize client through utility. Our optimization
considers a practical wireless model that well captures
interference and AP heterogeneity. Instead of focusing on
only downlink traffic as previous works, we optimize for
both downlink and uplink throughput.

Since the joint problem is shown to be non-convex and
hard to be solved, we first consider the case where client
association is given, and propose an optimal random access
control policy. Fixing the CWs of APs, we propose a factor-2
approximation algorithm, Greedy-Asso to address the client
association problem. Inspired by the optimal access control
policy and Greedy-Asso, we further propose a distributed
algorithm, termed CARA (Joint Client Association and Ran-
dom Access Control) to tackle the joint optimization prob-
lem. Extensive simulation and experimental studies show
that CARA is highly efficient, and it outperforms compari-
son schemes by a wide margin in terms of throughput and
fairness.
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Fig. 21. UDP throughput.

Fig. 22. UDP jitter.

Fig. 23. TCP throughput.

Fig. 24. Optimization.
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