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Abstract—Video applications such as video-on-demand systems
in general have bandwidth and delay constraints. Such QoS re-
quirements can no longer be guaranteed when video is transmitted
with the traditional shortest-path routing over a bandwidth-limited
network such as the Internet. In this paper, we propose multipath
routing algorithms for video unicast so as to meet a certain band-
width requirement with minimum start-up delay (and hence low
user buffer requirement). We first formulate the problem which in
its most general form is difficult to solve. However, for the special
case where the network links are of unit capacity, we present an
exact solution using k-shortest-disjoint paths algorithm with video
rescheduling in the source. For the most general case, we propose
an efficient heuristic based on max-flow and shortest path algo-
rithms. The complexity of such algorithm is only O(|V'|?), where
|V| is the number of nodes in the network. Extensive simulation
results show that the multipath approach meets the bandwidth re-
quirement with a delay close to the shortest-path routing.

Keywords—Quality-of-Service, QoS routing, multipath routing,
disjoint paths, video rescheduling algorithm

I. INTRODUCTION

In resent years, there has been growing interest in delivering
itized audio-visual information over local or wide area networks [1,
[2], [3]. Such multimedia applications often have stringent quality
of-service (QoS) requirements in, for example, bandwidth and del
Routing has to find paths with sufficient resources to meet the u
requirements. In traditional data networks, routing is primarily cony,
cerned with connectivity. The protocols usually represent the netw:
with a single metric such as hop-count or delay, and use single

Client

Link state = (bandwidth, delay)

Fig. 1. Multipath routing provides high end-to-end bandwidth for multimedia applications.

ms). Suppose that a video stream with a bandwidth requirement of 1.5
Mbps is to be transmitted from node to nodevs. Note that for single

path routing, the maximum bandwidth that can be provided is only 10
units (i.e., 1 Mbps). On the other hand, when multipath routing is used
(indicated by path$vovivavsve) and (vovavsvsvs)), the end-to-end
bandwidth requirement of 15 units (or 1.5 Mbps) can be met.

Note that since the path lengths in multipath routing are different, the
end host needs to reassemble the packets, therefore incurring a buffer
requirement. For the same reason, the end-to-end delay is longer than

‘ﬁlﬁé shortest-delay path. In order to reduce this delay (and hence the
ser buffer requirement), we propose in this paper a video rescheduling
m?orithm at the source based on the knowledge of the path lengths. In
s algorithm, video data are segmented and multiplexed in a specific
nner over different paths so that the end-host can assemble the data
d play back the video at the earliest time. Using the above example
With video rescheduling, the start-up delay can be reduced from 280 ms
60 ms (the shortest-path delay is 250 ms) and user buffer is reduced

(i.e., shortest-path) algorithms for path computation. However, in @fgm 30 kbits to 10 kbits.

der to support the QoS requirements for realtime multimedia streaming
routing protocols often need to consider multiple metrics such as bag,

width and delay. Therefore, the shortest-path algorithm is no lon
sufficient. Routing with multiple QoS requirements is called QoS ro

ing, which has been much discussed recently.

For video applications, high end-to-end bandwidth and low start
delay have to be guaranteed in order to offer high user satisfaction
example, in an MPEG-I video-on-demand system, a streaming b
width of 1.5 Mbps is required for quality transmission. In a bandwidt
limited network such as the Internet, such a high end-to-end bandwi
usually cannot be guaranteed with the traditional single shortest-
routing. Multipath approach can be adopted where the originating ng
may deliver the date to a particular destination via multiple paths. TR
offers data transfer rate higher than what is possible with any one p
by bandwidth aggregation. In this paper, we consider the design
multipath routing for video unicast which finds a multipathBetuch

that the following two goals are achieved:

1. The minimum aggregate bandwidth for the video applications is

met;

2. The startup delay is minimized over all the feasible paths satisfy-2

ing 1.

Since single-path routing is a special case of multipath routing with
path number equals to 1, our multipath routing algorithms reduces to™

shortest-path algorithm under this special case.

As an example, we show in Fig. 1 a network with six routers labelled
fromwvg to vg interconnected by a number of links. Each link has its Iingt
state indicated by a dupléw, d), wherew is the link bandwidth (e.g.,
in unit of 100 kbps) and is the propagation delay (e.g., in unit of 1
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The exact solution for the multipath problem proves to be very dif-

ult. Therefore, we present in this paper a heuristic. However, under

gﬁé special case of a network with unit bandwidth in each link, mul-
path routing reduces tedge-disjoint pathsin which the flows do

not share links (but can share nodes) [4], [5]. In such a case, with

r video rescheduling algorithm at the source, an exact and efficient

é@%ﬁtion can be obtained to minimize the user delay (of complexity
I

V| x log |V|), where|V| is the number of routers in the network).
%fer to Fig. 1 but with unit link bandwidth, two shortest-disjoint paths
v1v4v6) and (vovavsvsve) With delay 260 ms and 280 ms can be
d. By applying video rescheduling, the user delay can be further
Buced from 280 ms to 270 ms. Note that our algorithm does not as-
e that the network metrics has to be stable during the video delivery
sion. If the metrics change, the algorithm can be rerun to meet the
ghdwidth requirement.
Our contributions of this paper is hence three-fold:
1. We propose an efficient heuristic for multipath routing to meet
the bandwidth requirement for video unicast while offering a low
end-to-end user delay;
We present a video rescheduling algorithm to further reduce the
user delay (and hence buffer requirement); and
We present an exact solution for multipath routing with video
rescheduling for the special case of networks with unit link band-
width.
We briefly present the related work as follows. Wang and Crowcroft
udied a similar problem “bandwidth-delay-constrained path problem”

oand proposed two algorithms for it [6], [7], [8]. These algorithms, how-

ever, find a single path subject to bandwidth-delay constraints. The ad-
vantages of using multipath routing are discussed in [9]. Previous work
on multipath routing algorithms mainly focuses on packet delay and re-
liability without considering bandwidth requirement of the applications

0-7803-7206-9/01/$17.00 © 2001 | EEE
1963



[10], [11]. Video rescheduling is proposed to minimize the reordering Buffer occupancy at the destination
overhead at the end-host in [12]. Our work focuses on finding multiple
paths with sufficient bandwidth and low delay for video delivery over |Weold(p-dp]
bandwidth-limited networks. T

This paper is organized as follows. We first formulate the multipath ‘
routing problem in Sect. Il. In Sect. lll, we present the video reschedul-  — — — — — startup delay without
ing algorithm and show an exact solution of the multipath routing prob- dopezm,gﬂ/\ rescheduling
lem for a network with unit link bandwidth. We present in Sect. IV a \

heuristic based on max-flow and shortest-path algorithms for general 0
multipath problem. We finally conclude in Sect. V.

d(py d(p2) Time

startup delay with rescheduling

Il. PROBLEM FORMULATION ) . . . ) ) )
Fig. 2. Buffer occupancy versus time for multipath transmission with and without video

In this section, we formulate the multipath routing problem. We rescheduling.
model a network as a gragh= (V, E), whereV is the set of nodes in
the network and is the set of links or edges. Each liak= (v;, vj) €

E hatShtWO agls%?iatgd %OSEitVe metrich+: ) ot " I11. DISIOINT MULTIPATH ROUTING WITH VIDEO RESCHEDULING
« the available bandwi in some appropriate units . i i ) ) .
hw(e)e pprop In this section, we first propose a video rescheduling algorithm. By

. t(ﬁg)gggp;%gliitz)%séelan(e)e Z* in some appropriate units (say using the algorithm under the special case that each link in the network

in 10ms). is of unit capacity, an exact solution for the multipath routing problem

: } : : : can be obtained. Clearly, if the video application requires more than
ﬁ‘];n\;ﬂe gn? Igog fr(i? gaﬁl;ngg 2#3?; %%%?g;’bégé” n)msrl:ec?ha ne unit of bandwidth, multiple paths have to be found in order to of-

- er sufficient bandwidth. For example, if the bandwidth requirement
?:;;écli)isg&%?;gg;f;ﬂéue delay and bandwidth of such a path is k units, k paths is needed to deliver the video. Since the links are

of unit bandwidth, the paths found are disjoint. Therefore, the prob-

et lem is reduced to finding a set of edge-disjoint paths with minimum
_ . startup delay. In the following, we will show that combining with our
d(p) = Z d(vi, vit1), (@) Video rescheduling algorithm, tieshortest-disjoint pathsk¢SDP)is
i=1 the optimal solution for the BDMP problenk-§hortest-disjoint paths
and arek disjoint paths with the shortest total path length). The algorithm
. of finding thek-shortest-disjoint paths is well known in literature. In-
w(p) = 16[111.1_1:1_1]{11;(1;1, vit1)}. (2 terested readers may refer to [11] for more detail.

The bandwidth of a path is the minimum of the residual bandwidth Af Video Rescheduling Algorithm

all links on the path, the so-called “bottleneck bandwidth”, Usually, |n myitipath routing, the start-up delay of the user is equal to the
delay of a path has two basic components: queuing delay and propggsest path if video transmission is not rescheduled. Furthermore,
tion delay. Note that the queuing delay is determined by the bc.’tﬂe”?@iend-host has to buffer the data due to the path difference before it
bandwidth and traffic characteristics. Since the queuing delay is moglly, pjayhack the video. As a result, if the difference between the path
captured in the bandwidth metric, we only need to consider propagaiigfyih is large, the buffer requirement is correspondingly large.

delay here. Therefore, we can assume that the two metrics are indepef, example, consider a simple case with two pathandps with

dent. However, our algorithm is general enough that it is |ndependsa{h lengthi(p:) < d(p») and bandwidtho(ps ), w(p2), respectively

of the relationship betwean(p) andd(p). w(p:) d ~ i
: - . p;) does not need to be equal). Clearly, the start-up deldfp
Further define multiple patti8 = {pi, pz, .. ,px} , whereK is the gné tr)le buffer required in thisqcasge is givex by P s
number of paths taken. The aggregate bandwilithof the K paths is

therefore w(p1)(d(p2) — d(p1)). (6)

K
W(P)= Zw(pi)- (3)  As (d(p2) — d(p1)) may be long (ow(p:1) may be large), the buffer
i=1 requirement is high.
We propose a video rescheduling algorithm at the source given the
nowledge of the path lengths to decrease the start-up delay (and hence
& buffer requirement). The video rescheduling algorithm is illustrated
in Fig. 2, in which we plot the buffer occupancy at the destination with
D(P)= max {d(p:)} ) respect to time. Video is transmitted at the source at time 0. The dashed
e p L)1 line corresponds to the case, in which there is no rescheduling. It rises
with slopew(p1) at timed(p1) until timed(p2). Clearly, the user start-
In general, those data received before playback have to be buffereduindelay and buffer requirement are as stated above.

When the video stream flows through thiepaths, only after the data
from the longest one arrive can the end-host begin to playback
video. So, the startup delay is equalR¢P), where

the corresponding buffer requiremdis given by The main reason for the long delay is due to the fact that video pack-
ets are multiplexed into the two paths in a round-robin manner. If the
_ ) _ ] beginning part of the video can be sent via the shorter path, clearly the
R= Z w(p:) (D — d(p:)- ®) end host can playback earlier, and its buffer is emptied atdimps),
pi€P when the necessary video data arrive from the longer path. The delay

(and buffer) can be reduced according to the solid line by means of

The multipath routing problem can now be stated as follows:  yegcheduling in Fig. 2. From the figure the video can be started at time

Bandwidth-constrained Delay-optimization Multi-
path Problem (BDMP): Consider a network represented by a graph , w
G = (V, E) and a bandwidth constrait, find a multipath seP from D' =d(p2) -
a source node to a destination nodesuch that:

1. W(P»> B ,and Clearly, the buffer requirement is reduced to

2. D(P) is minimized over all feasible paths satisfying 1.

In the following, we first present an exact solution to the above prob- R = w(p1)(D' —d(p1))
lem for the special case that the links are of unit capacity, and then a 1
heuristic for the general case that the link capacities are not equal. = gw)wp2)d(p:2) - d(p)). (8)

2 (a(p) — ) @
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Video bandwidth Video bandwidth
B=w(py)+w(p2) B
Transmitted over p ‘pz ‘ o ‘ ‘ Pk
e N e T A
Transn;mted over p ‘pl L,?%,,J o ‘ R
! | I p '
0 T Video time to | ST Y 3 0t Video time
Fig. 3. Video transmission schedule with rescheduling for &' = 2. Fig. 4. Video transmission schedule with rescheduling for general K.

The rescheduling scheme is illustratived in Fig. 3, in which we shawe end-host at the same time, so that the video can be continuously

which part of the video should be sent through the two paths with to#hyed back. Since the segméht_1, ;) is transmitted along paths,
bandwidthB. First, the video is divided into two segments at time the transmission time; for itis given by ¢ = 1,2, ..., K — 1)

wherer can be obtained as

— L)) = d), ©) " ey
B =1 v
= d(pi) —d(pi-1). (14)

From timer onwards, the video is divided into 2 substreasas
along pattp; andss: along pattp. and multiplexed in a finegrained rpjs segment arrives at the end-host along pat{l < m < i) at
manner, respectively. We stream video segnfént) into pathpi, ime - -
and substrearss: in parallel. After finishing segmer{,r ) at time
d(p2) — d(p1), p1 is used to transmiés; . In this way, the substreams i-1
would arrive at the destination at the same time such that they can be Z 4+dpm = ([dp) —d®m)) + dPm)
combined and played back immediately without buffering.

In general, givenK pathsP = {pi,pa2,..,px } With d(p1) <
d(p2) < ... < d(pk), the start-up delay without video rescheduling = d(p). (15)
is d(pk ). While the buffer requirement is given by

I=m

Therefore, using this rescheduling algorithm, the arrival time for data

K1 segmentt;—1,t;) is d(p;) independent of the path it is transmitted. In
B = Z wp)(dpr)— d(p:)) other words, the video can be played back continuously.

i=1 B. An Exact Solution: Disjoint-Path Routing with Video Rescheduling

K . . .
Note that the start-up delay after applying the video rescheduling

= Bxd(px) =) wp)d(p:). (10) aigorithm is given by> i, “&dd(p;). Under the special case that
i=1 the links are of unit capacity, the start-up delay is proportional to

K . L
With video rescheduling, the video can be played back earlier Dy;—; 4(pi)- In the following, we prove that thé-shortest-disjoint
R/B seconds. ie. pathsis an optimal solution for the BDMP problem in such a network.

Theorem 1:The startup delay of thke-shortest-disjoint paths with
- video rescheduling is minimized.

D = d(px) — R Proof: Given a networkG and k-shortest-disjoint pathd® =
B {p1,p2, .- -pr }, for all k-disjoint pathsP’ = {p},ph,...p %} In G,
1 K we have
= Z 2 w)d@p), 11) . .
- S dw) <> d ) (16)
after using Eq. 10. i=1 i=1

To achieve the optimal minimum deldy, we use multiplexing t0 ¢ startup delay of thie-shortest-disjoint paths with video reschedul-
transmit each video segment along the paths in parallel such that from. k
s>, d(p:)/k. From Eq. (16), we have,

time D onwards, all the video data at the receiver can be played btk

continuously. k ) k /
Lett; (0 < ¢ < K — 1) be the division point of the video segments. 2z 4p1) < 2 iz A1) < D(P), (17)
« Step 1:Segment the video at the beginning as k - k -
i.e., the startup delay of th&-shortest-disjoint paths with video
to = 0; 12 rescheduling is never larger than that of the other path sets with or with-
out video rescheduling. This completes the proof.

and
b= Yoy w(p)(dpit1) — d(pr)) 13 © lllustrative Simulation Results for Disjoint Path with Video
L B ' Rescheduling
fori =1,2,..,K —1. In this section, we study the performance of the multipath approach
« Step 2: Multiplex video segment(t;—1,t;) into ¢ paths with video rescheduling with respect to: i) the video quality obtained,
p1,D2,... piin the ratio ofw(pi) : w(p2) : ...: w(p;) as asgiven by the end-to-end transmission bandwidth; ii) the startup delay
shown in Fig. 4, in which segmef(to, t,) is transmitted along D; and iii) the success rate of finding the multiple paths needed.
pathp;, and segmertit1, t2) is transmitted along pagh andp: To evaluate the performance of the multipath routing over the net-
in the ratio ofw(p:) :w (p2), and so on. work, we generate a hierarchical network similar to the Internet based

In the following we prove that using this rescheduling algorithnon the method used in [13]. We generate networks of different size
data in the same segment transmitted along different paths arriveg\atx N grids) with different density, which is defined as the ratio of
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Fig. 5. Success rate of finding SDP versus network density given a network size. Fig. 6. Comparison of end-to-end delay versus network density between SDP and shortest-

path given a network size.

the number of routers with respect to the network size. The network is
generated as follows. First, a center router is placed in the center of the_
network. Then. the network plane is divided into 4 equal-size areas,|®
the center of which is placed a area router as the second-layer routefy X
The area routers are fully connected to the center router to form a bactkgmesa 2
bone network. The probability that a second-layer router is connected

Multimedia ‘S,

server

Link state = (bandwidth, delay)

to another one iSZ Link state = (bandwidth, delay) ——— The shortest path
a) The max-flow graph G’ . b) The shortest path p, in G'.
p=Xxp (—l(u,v)pL), (18) as7)

wherel(u, v) is the distance between the router positiandv, while
L is the maximum distance between any two nodes that may be con

nected by a link (i.e.L = 5 /2 in a network of sizeV x N ), X is il

3,
Multimedia )

the link density angb controls the proportion of short links. We set “serer

Multimedia /€,
server

Link state = (bandwidth, delay)

A = 10.0, andp = 0.1. After this, layer-3 routers and links are gen- Link state = (bandwidth, delay) ——  The multipath taken
erated. Every such router is inserted randomly over the available grigithe relabelled network G d) The resultant multipath.
positions. Link are added to connect them to the nearest area router. . . )

The layer-3 routers are connected according t@ilgiven above with Fig. 7. A multipath computation example.

A = 0.7, andp = 0.2. We assume the maximum capacity of the data
links between the area routers is 100 Mbps and others 10 Mbps. In or-
der to simulate the background traffic, at any time, the available bande Step 2:Run the preflow-push algorithm on netw@rko compute
width is modelled as uniformly distributed from zero to the maximum  the max-flowM. We assume in the following thaf > B. Add
capacity. up all the augmenting paths to form the max-flow gréph=
Using the above network model, we study the performance of the (V’, E’).
k-shortest-disjoint paths with video rescheduling by considering thate Step 3:Take the shortest pathin G’ and add to P:
the links are of unit bandwidth, and 3 units of bandwidth are required,
i.e., 3-shortest-disjoint paths are needed. Figure 5 plots the success P« P+ {p}. (19
rate of finding the shortest-disjoint paths versus network density given .
a certain network size. Clearly, as the network density increases, the Step 4: Subtract the bandwidth of the shortest patfiom the
success rate is getting higher, as it is more likely to find multiple paths available bandwidth of each link alopgn G, i.e.,
to satisfy the bandwidth requirement. The success rate does not change , , ,
much with respect to different network size. Therefore, network den- w(e') < w(e) —w(p), Ve €p. (20)
sity is the main parameter that affects the success rate. We show in . . .
Fig. 6 the startup delay versus network density. The startup delay does St€P 5:RepeatStep 3 & 4until total bandwidth offered by is
not change much with respect to the network density, meaning that net- Sufficient for the video application, i.e.,
work density has little effect on startup delay in our model. When the
network increases, the startup delay increases accordingly. However, Z w(p;) > B. (21)
the startup delay of the multipath approach and the shortest-path does piEP
not differ much. This result shows that the SDP algorithm with video
rescheduling only trades off a little higher delay to offer a large band-We now analyze the complexity of the heuristic. First of all, observe
width. that the preflow-push algorithm f&tep 2is of complexityO(|V|?)
[14]. GivenG', the shortest path algorithm 8tep 3is of complexity
IV. MULTIPATH HEURISTIC AND SIMULATION RESULTS O([V|log|V]). Since it iterate$P| times, where P| is the number
In this section, we present a multipath heuristic for BDMP with aof paths, the complexity dbtep 5is given byO(|V|log |[V| x |P]).
bitrary bandwidth and delay. We first find out the maximum aggregate a result, the complexity of our heuristic is given &Y|V|® +
bandwidth from source to destinatiort through the preflow-push al- LV| log [V| x |P|) = O(V[®).
gorithm. If such bandwidth is less than the video I’equired bandwid h’AS a Simp|e examp|e, we consider the network in F|g 1 with a band-
then the video cannot be streamed over the network with its full quatdth requiremen of 15 units (i.e. B = 1.5 Mbps):
ity. Otherwise, we can use the following multipath heuristic to find , Step 1:The multipath seP is empty.
the path seP’, which offers enough total end-to-end bandwidth for the , Step 2:The max-flow grapl&’ of the network in Fig. 1 is shown
video application with low delay. in Fig. 7 &), in which the max-floll/ = 23 units.
. - « Step 4:Subtract the bandwidth of the shortest path from the avail-
A. Multipath Heuristic able bandwidth of each link along path in G'. The residual
In the following, we present the multipath heuristic followed by an  graph will then be as shown in Fig. 7 c).
illustrative example. « Step 5:From Fig. 7 b), the bandwidth offered py is 10 units
« Step l:Let the multipath seP be empty initially, i.e.P 8 which does not meet the bandwidth requiremBntHence we
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Fig. 8. Success rate versus network density for the multipath heuristic given a network size. ~ Fig. 10. end-to-end delay versus network density for multipath, multipath with video
rescheduling, and shortest-path given a network size.

55
_ ° ,Eﬁ,.gmaﬁp;;’*’”"”* * I different paths to achieve the aggregate end-to-end bandwidth require-
.§4-5%?/ ment. Since video data has different delay along different paths and has
S 4 to be reassembled at the end host, there is a need to design a multipath
B routing algorithm with low user delay. In this paper, we study this issue
235 by first formulating the routing problem. Under the general case where
83 20X20  15x15 link bandwidth and delay are arbitrary, we present an efficient heuristic
) 55\ mShorm ————— based on max-flow and shortest path algorithms. The complexity of the
' P lox10 ¥ algorithm is onlyO(|V|®), where|V'| is the number of nodes in the
%0 25 30 3 40 45 S0 55 60 & 70 network. Our results show that the multipath heuristic offers sufficient

Network density (%) bandwidth with very high success rate while the delay is close to the
shortest-path.
Fig. 9. Qomparison of end-to-end bandwidth versus network density between the multipath The multipath problem has an exact solution with a video reschedul-
heuristic and shortest-path. ing algorithm under the special case that each link in the network is of
unit bandwidth. In this algorithm, the source partitions the video length
into segments and transmits different segments along different paths in
repeaiSteps 3 & 4o yield the shortest paifvov2vsvsve) in the  a manner such that the end-host can play back the video at the earliest
relabelledG’, which is shown in Fig. 7 c). Since the total bandtime. Our results show that such algorithm is able to reduce the delay
width is equal taB, the algorithm terminates with the resultanbf multipath to be close to that of shortest-path.
multipath shown in Fig. 7 d). The total delay in this case is the In the future, we will study distributed algorithm for multipath rout-
longest path in se®, i.e., 28 units (or 280 ms). By applying theing, bandwidth and delay trade-off in the protocol design , and multicast
video rescheduling scheme, the startup delay can be reducerbtding for multi-tree transmission.
26 units (or 260 ms).
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V. CONCLUSIONS

In order to offer high video quality, a certain end-to-end bandwidth
has to be guaranteed. In bandwidth-limited networks, a single path with
such a bandwidth is hard to be realized. To address this problem, a mul-
tipath approach can be used, in which the video data is transmitted over
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