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ABSTRACT

Deflection routing has been well studied for optical networks with
regular topologies. In this paper, we propose using deflection rout-
ing in the Internet and study its TCP performance. In particular,
we show that when the difference between the delay of the de-
flection path and the shortest path (i.e., the deflection cost) is in a
certain range, deflection routing can make almost full use of the
free bandwidth in the deflection path and hence achieve substan-
tial throughput improvement. In the worst case when the deflecton
cost is large, deflection routing can achieve an aggregate through-
put no less than that without deflection routing. We analyze the
underlying mechanisms of these characteristics. In order 1o extend
the usefulness of deflection routing, we also propose a deflection
routing scheme with adaptive deflection point and show via sim-
ulation that this scheme can achieve very high throughput as leng
as the deflection cost is no larger than a certain value, We show
that deflection routing is friendly to the existing traffic in the de-
flection path. One possibly unfavorable requirement of deflection
routing is that it should be enabled for either all or none of the
fows contending for the same outgoing {congested) link.

1. INTRODUCTION

In the Internet nowadays, packets are routed to their destinations
via shortest path routing. When a preferred outgoing link of the
router is congested (e.g., when the buffer is full), the packet is
simply dropped and hence is lost. With the Transmission Control
Protocol (TCP), a lost packet would lead to the backoff mechanism
which severely degrades the throughput. In this paper, we consider
that a packet encountering congestion is temporarily misrouted,
and hence “deflected” to some other outgoing link instead of being
dropped. This is the so-calied “deflection routing”™. If there is
no buffer at all, deflection routing is referred to as “hot-potato™
routing [1].

Deflection reuting has been previously studied almost exclu-
sively for optical networks with regular topologies [2], [3], [4], [5].
[63, [71. [8]. This is due to two factors. Firsty, in contrast to the
availability of relatively large buffers in the traditionai store-and-
forward electronic networks, optical buffers in the form of optical
delay lines (ODL's) are expensive and hence an optical switch is
of limited buffering capacity. Deflection routing can hence avoid
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packet dropping in this case with some path cost. Secondly, de-
spite some studies on unslotted (asynchronous) defiection rout-
ing, deflection routing is generally implemented in a slotted (syn-
chronous) network to simplify the operation [5], [6]. In this net-
work, the number of incoming links and outgoing links at each
node is the same so that every incoming packet can be forwarded
in the next time slot. Therefore, deflection routing is previously
studied in the context of regular network topology with the same
in-degree and out-degree such as the Manhattan Street Network
(MS-Net) and the ShuffleNet, and seldom, if not at all, studied
with irregular topologies such as the Internet.

Note that deflection routing is essentially a congestion control
scheme which tries to avoid packet losses at the cost that the de-
flected packets may have to take a longer path to its destination.
In this paper, we show how such deflection routing mechanism
may be used in the [ntemet and study its performance. A common
problem that exists in both optical networks and the Internet is that
the packets may amrive out of sequence at the destination, due to
the longer deflection path(s). Most of the researches on deflection
routing in optical networks assume that the receiver has an infinite
reassembly buffer and a connectionless transport protocol, hence
the out-of-crder artivals may not cause trouble. However, in the In-
ternet nowadays, the connection-oriented transport protocol, TCP,
is the most common, where the receivers with finite buffer actively
participates in the flow control. Hence the interaction of deflection
routing with TCP in the Internet needs to be carefully studied. As
far as we know, there has been no work addressing the problem of
deflection routing in the Internet. The only work that is relevant
is on the use of deflection routing in wormhole routing networks
[9], [10], [11]. However, wormhole routing networks are typically
optical networks with regular topologies, and are usually used as
high-speed local area networks (LANs). The performance of TCP
in wormhole routing networks with deflection routing has been
studied in (111, and the result shows that TCP can well tolerate
out-of-order packet (or worm) delivery. However, this is mainly
due to the special input control policy adopted in wormhole rout-
ing networks, which the Intemet nowadays does not use.

This paper specifically addresses the possibility of using de-
flection routing in the Internet to improve the TCP throughput.
In particular, we start by examining the performance of a generic
deflection routing scheme, in which the ammiving packet is always
deflected in case of congestion. We show that this scheme can ef-
fectively improve the throughput only for a certain range of deflec-
tion cost, which is defined as the difference of the delays between
the deflection path and the shortest path. By analyzing the typical
performance of this scheme, we propose a new deflection scheme



in which the deflection point is adaptively determined for differ-

ent deflection costs. The new scheme can effectively improve the

throughput for a large range of deflection cost. We finally study

the fairness issues of deflection routing.

The rest of this paper is organized as follows. Section 2 presents

-and analyzes the performance of the generic tail deflection routing

scheme. In Section 3, the deflection routing scheme with adaptive

deflection point is proposed and studied. In Section 4, the fair-

ness issues induced by deflection routing are addressed. Section 5

concludes the whole paper.

2. TAIL DEFLECTION

2.1. Scheme Description

We first describe a simple deflection routing mechanism. In this
system, a router maintains a list of outgoing links for each destina-
tion, with the first outgoing link corresponding to the shortest path
and other outgoing links for the potential deflection paths. Output
queueing is used in which each outgoing link has a single queue
shared by all the flows. When a packet arrives at the router, its
preferred outgoing link (i.e., the shortest path) is first checked. If
the queue is full, the next ouigoing link (e.g., the second short-
est path) is checked, The packet is forwarded to the first outgoing
link of which the queue is not full. The packet is dropped only
if the queues of all the outgoing links in the list are full. From
the viewpoint of the link queue, this scheme simply replaces the
“drop-tail” mechanism with a “deflect-tail” mechanism. In other
words, the deflection point is always at the tail of the queue and
hence the term “tail deflection™.

With TCP, deflection routing may possibly avoid packet losses
and hence retransmissions and the decrease of the TCP conges-
tion window in times of network congestion, thus improving the
TCP throughput. However, as mentioned before, a longer deflec-
tion path may cause packets to arrive at the destination out of se-
quence, which may lead to some backoff mechanism in TCP. For
example, with Reno TCP, the receiver generates an ACK for the
next packet it is expecting upon receiving a new packet. A de-
flected packet subject to a longer delay may arrive later than its
following packets forwarded via the shortest path, causing the re-
cejver to generate a number of duplicated acknowledgements (dup
ACKs). If the sender receives more than a certain number (e.g.,
three) of such dup ACKs, it retransmits the deflected packet and
reduces its congestion window by half. This inevitably decreases
the TCP throughput. Therefore, the delay difference between the
deflection path and the shortest path (i.e., the deflection cost) is a
key affecting factor on the performance of deflection routing. We
study the effect of different deflection costs on the aggregate TCP
throughput in the following.

2.2. Diustrative Simulation Results and Analysis

We use the ns-2 network simulator to study the performance[12].
The network topology used has the dumb-bell structure, with an
additional deflection path as shown in Fig. 1. We consider five
TCP flows, with flow i having source s; and destination d;, for
i=1,...,5. The nodes ry,rz, and r3 are routers. Without deflec-
tion routing, all the flows go from their sources to their destinations
via the direct link between r1 and »z. In the case that the shortest
path r, — 2 is congested and deflection routing is used, the flows
take the path r1 — r3 — rz. All the links between the sources and

3Mbps. Sms

Figure 1: The network topology used in simulation.

the router 1, and between the destinations and the router r=, have
bandwidth of 3Mbps and delay of 5ms. The bottleneck link be-
tween 7y and ro has bandwidth of 4Mbps and delay of 20ms. The
link between 7, and r; and that between r3 and r2 have the same
bandwidth of 4Mbps, and delay of ams and 5ms respectively, All
the queues associated with the links are drop-1ail queues. We set
the size of the queues to be 50 packets, which is the default value in
ns-2, except that the quene size of link r) —r2 is set to be 20 pack-
ets to make deflection more easily happen. Each packet is 8000bits
long in our simulation. Some of these parameters will be used in
our later analysis, and we define a set of symbols for them in the
following. B; denotes the bandwidth of the link from each of the
sources to r1, and B; = 3Mbps. B, denotes the bandwidth of the
shortest path ry —ro, and Bs = 4Mbps. B4 denotes the bandwidth
of the deflection path r; — 73 — r2, and By = 4Mbps. D), denotes
the delay of the shortest path r1 —r2, and D, = 20ms. D4 denotes
the delay of the deflection path 7y — r3 — re, and Dy = a + 5ms.
C deontes the deflection cost, and C = Dy — D;. § denotes the
packet (segment) size, and 5 = 8000bits.  deontes the queue
size of link 7, — r2, and QQ = 20packets. The deflection cost C' is
adjusted in our simulation by changing the value of a. For exam-
ple, when @ = 15, the defiection path has the same length as the
shortest path, and hence the deflection cost is zero. By increasing
the value of « beyond 15, different deflection costs result. We use
the Reno TCP in our simulations, and all the TCP connections are
bulk data transfer (FTP). The TCP receiver window is set to be
20 packets, so as to meet the bandwidth-delay product of the net-
work for each flow.! To avoid global synchronization, all the TCP
connections have their start time uniformly distributed in [0.1, 0.2]
second. We take statistics a certain period, say 5 seconds, after the
simulation: begins, when the initial slow-start stage has ended and
the system is m steady state. )
We compare in Fig. 2 the aggregate TCP throughput with and
without deflection routing versus the deflection cost. When de-
flection routing is not used, the TCP throughput does not change
with the deflection cost, since the deflection path is not used at
all. On the other hand, with deflection routing, there is a certain
range of deflection cost that leads to substantially larger aggregate
TCP throughput {almost doubles in this case) compared with that
without deflection routing, which is referred to as the best range
henceforth. With the same bandwidth of the deflection path as of

'With the given parameters, the round-trip time (RTT) of the shortest
path (including the queueing delay at the bottleneck link) for all the flows
is around 100ms. Assuming the five flows fairly share the 4Mbps band-
width of the bottleneck link. each flow can have a bandwidth of 0.8Mbps,
Therefore, the bandwidth-delay product is about 80Khbits (i.e., 10 packets).
Hence, a TCP window of 20 packets will be enough even if taking the
bandwidth of the deflection path (another 4Mbps) into account.
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Figure 2: TCP throughput versus deflection cost for tail deflection.

the original shortest path, this means that deflection routing es-
sentially makes almost full use of the bandwidth of the deflection
path when the deflection cost is in the best range. When the de-
flection cost is out of the best range, lower aggregate throughput
results. In particular, when the deflection cost is larger than the
best range, the aggregate throughput drops quickly to some value,
which is close to (but still larger than) that without using deflection
routing. When the deflection cost is lower than the best range, the
throughput decrease is less sharp and we still see a throughput im-
provement of at least 25% compared with that without deflection
routing,

The above performance of deflection routing is typical, and
can be explained as follows. As mentioned before, with Reno TCP,
three or more dup ACK's cause the sender to retransmit the packet
and cut the congestion window by half, leading to a throughput de-
crease. With defiection routing, multiple dup ACKs may be gener-
ated due to a either too large or toe small deflection cost. When the
deflection cost is larger than the best range, each time a packet is
deflected, it is likely to arrive later than a number of its following
undeflected packets, causing three or more dup ACKs and hence
the decrease in throughput, This effect is similar to packet losses,
hence the aggregate throughput is close to that without deflection
routing. On the other hand, when the deflection cost is smaller
than the best range, multiple deflected packets may arrive earlier
than an undeflected packet before them, hence also causing three
or more dup ACK's and the decrease in throughput. This is possible
because a packet is deflected only if its preferred cutgoing link is
congested, which means that the packet before it is very likely to
be subject to a large queueing delay if not deflected. Therefore, al-
though the deflected packet takes a path of larger link delay, it may
enjoy alower queueing delay, hence arriving at the destination ear-
lier. However, the multiple earlier arrivals of deflected packets in
case of smail deflection cost is not as likely to happen as the later
arrival of a deflected packet in case of large deflection cost. Hence
throughput improvement is more significant when the deflection
cost 1s smaller than the best range than that when the defiection
cost is larger than the best range. When the deflection cost is in the
best range, the overall delays (including both link delay and queue-
ing delay) of the shortest path and the deflection path are close to
each other. The dup ACKs due to out-of-order packet delivery sel-
dom exceed two, hence the congestion window is not likely to be
decreased, leading to a high aggregate throughput. In the follow-
ing, we present an approximate analysis on the condition under
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Figure 3: A deflection situation when the deflection cost is large
and the deflected packet arrives at the destination later than its fol-
lowing packets via the shortest path.
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Figure 4: A deflection situation when the deflection cost is small
and multiple deflected packets arrive at the destination earlier than
the packet before them via the shortest path.

which the throughput “drop” occurs.

We first consider the case when the deflection cost is larger
than the best range. An example is shown in Fig. 3, where the
deflected packet with sequence number % arrives at the destination
later than the three undeflected packets with sequence mumber k +
1,k + 2, and & -+ 4 respectively. We assume that n packets have
arrived at 71 when the nth packet is the third packet that is not
deflected after k for generality (n = 4 in Fig. 3). We define Tp
as the time that packet k arrives at r1, Ty as the time that packet
k arrives at the destination, and T, as the time that packet k& 4 n
arrives at the destination. We then have:

gs+1
B,

n

B;

T3=T0+( + )S+Ds, (1

and

q:+1

TazTn+(—B )S+Dd, @)
d

where g, and gq are the average queue lengths, as seen by an ar-
riving packet, of link r; — r2 and link 71 — r3 respectively. If
Ty > T, three dup ACKs will be generated causing a decrease in
the throughput. With the deflection cost defined as € = Dy — D,,
T4 > T, implies

q;+1_Qd+1
C>( B, Ba

n
+E)S

We now consider the second case when the deflection cost is
smaller than the best range. An example is given in Fig. 4, where
the deflected packets with sequence number & + 1, & + 3, and
k + 6 arrive at the desiination carlier than the undeflected packet
with sequence number k. Similarly, we assume that m packets
have arrived at 71 when the mth packet is the third packet that is
deflected after %, and define Tp as the time that packet k arrives at
71, T; as the time that packet & arrives at the destination, and T,
as the time that packet k -+ m arrives at the destination. We now
have:

3

T =T+ (‘1‘3—+1)S+DS.

Bl
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and

1
T =T, (E _qli_'t...) D
a=To+ B, + B, S+ Dy (3)
Three dup ACK's will be generated if T); < T, which implies
¢Gs+1 q@u+1 m )
C< ( B, B, B S. 6)

In our simulation, B; = 3Mbps, B, = Bg = 4Mbps. When -

retransmission happens, the aggregate throughput is not likely very
high, hence the deflection path is not likely congested and there-
fore ga-= 0. On the other hand, the shortest path is congested and
we set g, = @ — 2, where ¢ is the queue size of the link ry — ra
and Q = 20 in our simulations.> Based on the observations in our
simulation, we let 7 = 3 and m = 6. Now we can get the region
of the deflection cost C, in which retransmission and decrease of
congestion window may happen: C' > 44ms or C < 20ms. Com-
paring these two values with the curve in Fig. 2, we can see that the
analysis roughly captures the characteristics of deflection routing.
Further proof will be given in the following section.

3. DEFLECTION ROUTING WITH ADAPTIVE
- DEFLECTION POINT

3.1. Motivation

The deflection routing mechanism discussed so far employs tail
deflection, i.e., the arriving packet is always deflected if its pre-
ferred outgoing link is full. The simulation result and the analysis
show that under this scheme deflection routing can substantially
improve TCP throughput for a certain range of deflection cost (i.e.,
the best range). However, the throughput drops when the deflec-
tion cost is either higher or lower than the best range. As we have
seen that the drop in TCP throughput at low deflection cost is due
to the large queueing delay of the undeflected packet in the con-
gested link, this suggests a possible improvement in the scheme
to extend the best range given a knowledge of the deflection cost:
picking a packet of the same flow already in the queue to deflect
while enqueueing the arriving one, since the packet before the de-
flected one now has a smaller queueing delay.” In other words, we
move the deflection point forward towards the queue head depend-
ing on the deflection cost.

Before describing the method of adaptively determining the
deflection point according to the deflection cost, we first examine
three schemes, each of which has a fixed deflection point irrespec-
tive of the deflection cost. Specifically, we maintain for each flow
a sorted list of the packets in the {(shared) queue, according to their
arrival time, When a new packet arrive at the router and the queue
for its preferred outgoing link is full, we may deflect either the ar-
riving packet (if the list is empty) or a packet in the list of this flow
(if the list is not empty). Under the three schemes, the deflection
points are at the list head, one third from the list head, and two
thirds from the list head, respectively. We show in Fig. 5 the per-
formances of the three schemes together with that of the generic

*The reason for g5 =  — 2 is that in the implementation of drop-tail
queues in zs-2, an arriving packet is first enqueved in the buffer, then the
buffer is checked whether full. If yes, the packet is dropped. Therefore, the
effective queue size is actually  — 1. Since we are looking at an arriving
packet that is forwarded along the congested link, it sees (2 — 2 packets
ahead of itself.

3 Although deflecting a packet of a different flow in the queue also
works in the case that all the flows share a single deflection path, it is not
applicable in general when the flows have different deflection paths.
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Figure 5: TCP throughput versus deflection cost for four deflection
routing schemes with different fixed defleciton points.

tail deflection. We see that moving the deflection peint forward
has the effect of shifting the performance curve leftward, with dif-
ferences however the characteristics reserved. In particular, for a
fixed deflection point, there exists a best range of deflection cost
that very high throughput can be achieved. This suggests that given
the deflection cost, it is possible to achieve a high throughput by
appropriately selecting the deflection point. We show how the ap-
propriate deflection point can be determined in the following.

32, Analysis and Ilustrative Simulation Results

We first show that when the deflection point is moved forward to-
ward the queue head, the analysis in Sect. Il remains to be valid, if
only q, is redefined as the queue length from the head to the deflec-
tion point in the quene, This can be understood just assuming the
queue is shortened to the deflection point, For example, when the
deflection point is two thirds from the list head, the correspond-
ing deflection point in the shared queue g, = %(Q -1} = 13
{with Q = 20), assuming that the packets of each flow are roughly
uniformly distributed in the queue. Hence the throughput drop
condition on the deflection cost is C' > 34ms and ¢ < 10ms
according to (3) and (6). This agrees with the simufation result
shown in Fig. 5. In the case of head deflection, C' > 8ms and
C' < —16ms results. Since the negative value has no practical
meaning here, only C' > 8ms makes sense, and it is also verified
by the simulation result shown in the figure.

With these proofs, we conclude that the best range of the
deflection cost cam in general be expressed as
cel(s-u2-z)s(s2-42+2)s| m
this range, high TCP throughput can be achieved. We take the
mid-point of the best range as the appropriate relation between the
deflection point and deflection cost, i.e.,

g+1 g+1 n—m
C= — 7
B, Be | 2B ™
or, equivalently,
- @tl _n-m\p _
4 = (C+ Ba 2B, )BS L ®

Given the deflection cost C, g, tells the deflection point in the

386



adaptve itaction pois

=
T

Aggragete Thoughput iMbes!
-

»

Wihoud defecion g

E} )
Daftaction cos )

Figure 6: TCP throughput versus deflection cost for the deflection
routing scheme with adaptive deflection point.

shared queue.® Based on the assumption that the packets of each
flow are roughly uniformly distributed in the queue, the packet that
should be deflected can be determined as follows. If an arriving
packet finds the queue is full and there are [ packets of the same
flow in the queue (i.e., the list length is 1), the [ e-1] th packet in
the list is deflected, where [:¢] means the closest integer to x.

We show in Fig. 6 the performance of this deflection routing
scheme with adaptive deflection point. We see that it achieves high
aggregate throughput as long as the deflection cost is no larger than
the best range of the tail deflection scheme. In other words, the best
range of the deflection cost has been substantially extended. This
is favorable since it means that as long as the deflection cost is not
too large, such a deflection routing scheme can effectively exploit
the free bandwidth of the deflection path, and hence improve the
TCP throughput.

4. FAIRNESS ISSUES

So far, we have considered a rather simple scenario where there
is no traffic in the deflection path and hence all the bandwidth is
available for the deflected flows. Moreover, we have also consid-
ered that all the flows can be defiected in case of congestion. In
this section, we examine the fairness issue between the deflected
flows and other flows without these conditions.

We first study the effect of the deflected wraffic on the exist-
ing traffic in the deflection path. We add another TCP fiow in our
simulation scenario shown in Fig. |, which has the source 71 and
the destination r3, representing the existing traffic in the deflection
path. The traffic is still FTP, and the start time is also uniformly
distributed in [0.1, 0.2] second. The traffic intensity of this flow is
adjusted by changing its TCP receiver window. We run simulation
with deflection cost C' = 20ms (i.e., a = 35ms) using the deflec-
tion routing scheme with adaptive deflection peint, and study the
throughput of the flows as the TCP receiver window of the new
flow increases. The simulation result is shown in Fig. 7. With-
out deflection routing, the throughput of the new flow increases
to the capacity of the deflection path as its TCP receiver window
increases, while the aggregate throughput of other flows does not
change since they take the shortest path and do not matter with

“We assume that the deflection cost €' can be known by the node where
deflection happens dynamically, maybe through some conwrol messages.
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Figure 7: TCP throughput versus the TCP receiver window size of
the flow existing in the deflection path.

the deflection path. When deflection routing is used, the through-
put of the new flow only has a small decrease compared with that
when no deflection happens, while the aggregate throughput of the
deflected flows decreases as the traffic intensity of the new flow in-
creases. This means that deflection routing only gracefully makes
use of the free bandwidth in the deflection path, which is a desir-
able characteristic.

We next study the problem arising from the possibility that
some flows may not be deflected, for a foreseeably possible imple-
mentation of deflection routing, either because of the flow spec-
ification or the routing entry at the router. We study this partial
deflection case by only allowing two of the five flows to be de-
flected in Fig. 1. All the parameters are not changed, except that
the TCP receiver windows of the flows are enlarped to 40 pack-
ets 10 be able to match the bandwidth-delay product. The tail de-
flecton routing scheme is used. The aggregate throughput of the
deflected flows and undeflected flows with and without defiection
routing are shown in Fig. 8. Without deflection routing, the de-
flected flows and undeflected flows fairly share the capacity of the
shortest path. However, with deflection routing, the deflected flows
take away almost all the bandwidth from the undeflected flows, es-
pecially when the deflection cost is in the best range. This sug-
gests that for the flows that contend for the same outgoing link at
a router, defiection routing should be enabled either for all or for
none. This may seem to be a rigid requirement, however, this can
be done at the router simply by adding additional entries for each
destination in the routing table,

5. CONCLUSIONS

This paper investigates using deflection routing in the Intemet as
a mechanism for congestion control. The rationale lies in that a
packet encountering congestion at a router may still arrive at the
destination in time by being temporarily misrouted (i.e., deflected)
to a longer path. In this way, the packet avoids being dropped.
We have studied the typical performance of deflection routing on
TCP throughput in the Internet with a dumbbell topology. The
results show that deflection routing substantially improves TCP
throughput by taking advantage of the available bandwidth in the
deflection path. However, this improvement is achieved only for
the deflection cost to be within some region. We have analyzed the
underlying reason for the existence of this region, and shown the
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Figure 8: TCP throughput versus deflection cost with only two of
the five flows deflected.

relation between this region and the deflection point. In any case,
deflection routing can achieve an aggregate throughput at least no
less than that without deflection routing, no matter how large the
defiection cost is. Based on the analyses we have also proposed
and studied a deflection routing scheme with adaptive deflection
point, which appropriately determines the deflection point given
the knowledge of the deflection cost, hence extending the useful-
ness of deflection routing to a large range of deflection cost. We
have finally studied the fairness issues induced by deflection rout-
ing, showing that deflection routing is friendly to the existing traf-
fic in the deflection path. However, the fairness between the con-
tending flows for the congested link should be carefully handled.

In the future, we will address the problems such as the effect of
multiple deflection paths, and the deflection strategy when packets
may be subjected to multiple deflections.
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