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Abstract—Fusing fingerprints with mutual distance infor-
mation potentially improves indoor localization accuracy. Such
distance information may be spatial (e.g., via inter-node measure-
ment) or temporal (e.g., via dead reckoning). Previous approaches
on distance fusion often require exact distance measurement,
assume the knowledge of distance distribution, or apply narrowly
to some specific sensing technology or scenario.

Due to random signal fluctuation, wireless fingerprints are in-
herently noisy and distance cannot be exactly measured. We hence
propose Wi-Dist, a highly accurate indoor localization framework
fusing noisy fingerprints with uncertain mutual distances (given
by their bounds). Wi-Dist is a generic framework applicable to
a wide range of sensors (peer-assisted, INS, etc.) and wireless
fingerprints (Wi-Fi, RFID, CSI, etc.). It achieves low errors by a
convex-optimization formulation which jointly considers distance
bounds and only the first two moments of measured fingerprint
signals. We implement Wi-Dist, and conduct extensive simulation
and experimental studies based on Wi-Fi in our international
airport and university campus. Our results show that Wi-Dist
achieves significantly better accuracy than other state-of-the-art
schemes (often by more than 40%).

Keywords—Indoor localization, convex optimization, fusion,
noisy fingerprint, distance bounds, measurement uncertainty.

I. INTRODUCTION

Indoor location-based service has attracted much attention
in recent years due to its commercial potential. The quality of
such service largely depends on the localization accuracy of
users. Among all the current indoor localization techniques,
fingerprint-based approach emerges as a promising one.

Fingerprint-based indoor localization is usually conducted
in two phases. In the offline (survey) phase, a site survey is
conducted to collect the vectors of received signal strength
indicator (RSSI) at reference points (RPs) of known locations.
The vectors of these RSSIs form the fingerprints of the site
and are stored at a database. In the online (query) phase, a
user (or a target) samples an RSSI vector at his position and
reports it to the server. In traditional fingerprinting, the server
then compares the received vector with the stored fingerprints
using some similarity metric in the signal space (like Euclidean
distance in [1]). It then estimates the target position out of the
RPs whose fingerprints closely match the target’s RSSI (termed
the “neighbors”).
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Error in location estimation is inevitable. This is due to
random signal fluctuation in both offline and online mea-
surements. As targets are often considered independently in
the above traditional approach, such measurement noise or
uncertainty may lead to a disperse set of spatially distant
neighbors, which greatly degrades the localization accuracy.
It has been observed that localization errors can be very high
(more than 10 m [2]) under large open indoor environment
such as malls, train stations or airports. This is unsatisfactory
for many applications.

In order to reduce the estimation errors, one may incor-
porate, or fuse, wireless fingerprinting with mutual distance
information. Embedding such information into the fingerprints
can significantly reduce the dispersion, leading to substantial
enhancement in localization accuracy.

The distance information can be spatial, where the target
estimates the distances to some of the nodes or beaconing
devices in its neighborhood using, for examples, Bluetooth,
Wi-Fi direct, ultrasound, etc. While there have been impressive
works on using spatial distance for localization, they often
assume accurate distance measurement, resulting in rigid con-
straints over the fingerprints. The rigidity cannot be extended
to the more realistic scenarios when distance measurement is
often uncertain with given upper and lower bounds.

The distance information can also be temporal, where
the target estimates its displacement over consecutive time
instants (e.g., by step counter or inertial navigation system
(INS) provided in one’s mobile phone). Previous fusion works
in the area are often based on Bayesian approach, assuming
some probability distribution in sensor measurement. In reality,
such probability distribution is often not known. Furthermore,
these works cannot be easily extended to the case of noisy
sensor measurement over multiple periods of time.

Due to random signal fluctuations, wireless fingerprint is
inherently noisy and distance cannot be exactly measured. In
this paper, we propose Wi-Dist, a novel indoor localization
approach fusing noisy wireless fingerprints with uncertain
mutual distances given by their bounds. Wi-Dist jointly con-
siders distance bounds and noisy fingerprints to reduce indoor
localization errors. It requires only the first two moments
(mean and variance) of the fingerprint RSSI signals, and opti-
mizes locations based on Semi-Definite Programming (SDP).
Using SDP relaxation, Wi-Dist solves the localization problem
achieving excellent accuracy.

Because Wi-Dist takes as input only the upper and lower



2015 IEEE Conference on Computer Communications (INFOCOM)

Server
— Wi-Fi
. Fingerprints
Client y Database
Wi-Fi Expected
| Wi-Fi Scanner : »| Signal Difference
Calculation
Distance v
Measurement
Sensors A
(Sound, Dead > SI‘;\S:E;sszd
Reckoning, etc) Localization

= | =
[

Fig. 1: System framework of Wi-Dist based on Wi-Fi finger-
prints.

bounds of distances, it is not based on rigidity constraints
or Bayesian approach, and hence does not require accurate
distance measurement or knowledge of probability distribution.
Using the bounds as constraints, Wi-Dist estimates the location
by maximizing the overall similarity with the fingerprint map
consisting of random signals. It is applicable to scenarios
where distances may be asymmetric, in which case the upper
(lower) bounds can be obtained by using the larger (smaller)
value of the two directions.

Wi-Dist is a generic framework applicable to a wide range
of sensing techniques, enabling indoor localization with adap-
tive spatial and temporal mobile sensing independent of how
distance is measured. For example, it may employ peer-to-peer
spatial distances in the crowded region. For an unpopulated
area, it may then switch to dead reckoning (INS) for distance
measurement. Though most of our discussion is in the context
of Wi-Fi fingerprints (due to its ease of deployment without
extra infrastructure beyond the existing Wi-Fi one), Wi-Dist is
general enough to be extended to other wireless fingerprint
signals such as RFID [3], [4] or channel state information
(CSD) [5].

We show in Figure 1 the overall architecture of Wi-
Dist based on Wi-Fi fingerprints. The fingerprint database
is initialized by a site survey, storing pairs <location, RSSI
vector> of RPs. In addition to the Wi-Fi RSSI vectors, a
target measures the distance bounds and reports them to the
localization server. Based on that and a difference metric for
random Wi-Fi signals, the server constructs an SDP convex-
optimization problem which leads to accurate localization of
the target.

We have implemented Wi-Dist based on Wi-Fi fingerprints
on Android platforms and performed large-scale simulation
and testbed experiments in Hong Kong International Airport
(HKTA) and our university campus. Using commonly used in-
door sensors of dead reckoning and peer-assisted measurement,
we demonstrate that Wi-Dist achieves much higher accuracy
than other approaches.

The rest of this paper is organized as follows. After re-
viewing related work in Section II, we present the localization
problem of Wi-Dist in Section III, and SDP-based localiza-

2507

tion formulation in Section IV. Illustrative results based on
experimental trials and simulation are presented in Sections V
and VI, respectively. We conclude in Section VII.

II. RELATED WORK

Wi-Fi fingerprinting techniques, pioneered by Radar [6],
have been widely studied in recent years. The work by Ho-
rus [7] estimates the target location using a probabilistic model
which reflects the signal distribution in the site. Expectation-
maximization [8], compressive sensing [9] and signal geomet-
ric patterns [10] have been implemented for fingerprint-based
indoor localization. The techniques above solely address Wi-Fi
fingerprint issues. We study here fusing distance information
with fingerprinting to achieve much better accuracy.

Combining dead reckoning with fingerprints has been
discussed in [1], [11], [12], [13]. These works assume that
the walking path is conditionally independent. Therefore, the
distance constraints over multiple temporal Wi-Fi estimations
have not been jointly considered. Furthermore, these works
treat the outputs from dead reckoning and Wi-Fi fingerprint
sequentially [12]. Wi-Dist, on the other hand, formulates the
localization problem as a single joint convex-optimization
problem. This greatly reduces the influence of measurement
noise and achieves higher accuracy. The work on Wi-Fi
SLAM [13] implements robot odometer to determine the dis-
tance accurately. Our work differs by considering step counter
whose measurement may be noisy.

There has been much work making use of Wi-Fi direct [14]
and high-pitch sound [15], [16] to measure distance between
devices. Some consider using a rigid graph constructed through
rotation and translation [15], while others consider using
Bayesian approach to infer the device location [16]. It is found
that higher accuracy can be achieved when each user is 3-
connected [17], or the graph satisfies some special require-
ments such as being pairwise connected [15]. In contrast, Wi-
Dist considers jointly distance bounds and fingerprint noise,
and formulates an optimization problem to estimate the target
location. Therefore, Wi-Dist is a more versatile and realistic
framework accommodating measurement noises.

In contrast to all the sensor fusion works above, Wi-Dist is
a seamless generic framework applicable to different sensor
systems with temporal or spatial distance measurement. It
may be extended to different application scenarios with little
modification. Wi-Dist is an optimization-based approach for
indoor localization, by jointly considering both Wi-Fi signal
measurement noise and distance bounds.

III. PROBLEM FORMULATION AND COMPLEXITY

In this section, we show how Wi-Dist estimates user
locations by means of convex optimization. For concreteness,
our discussion is in the context of Wi-Fi fingerprint signal
(the extension to other signals is clear and straightforward).
We first present the preliminaries of Wi-Dist in Section III-A.
Then in Section III-B we present the objective function which
is based on a novel difference metric for random Wi-Fi signals,
and the problem formulation for location optimization. In
Section III-C, we discuss the hardness of the problem. We
show in Table I the symbols used in our problem formulation.
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TABLE I: Major symbols in the problem formulation.

Definitions

Number of spatial or temporal targets
Number of RPs in fingerprint database
Estimated 2-D coordinate of target m

M x 2 matrix of all target locations

Index set of all targets to be located

M x M matrix for transformation in SDP

2 x 2 identity matrix

2-D coordinate of reference point (RP) ¢

2 X () matrix of RPs

Weight of RP ¢ to estimate target m

M x @ matrix of weights at RPs

Index set of targets to be estimated in V/
with distance measurements from m

Set of distance bounds from m

Number of Wi-Fi APs

RSSI vector received at RP ¢

Average RSSI of AP [ at ¢ (dBm)

RSSI standard deviation of AP [ at ¢ (dB)
RSSI vector received at m

RSSI of AP [ at m (dBm)

Expected signal difference of RSSI from AP [
between target m and RP ¢

Overall expected signal difference

between target m and RP ¢

Omn Distance between target m and n (m)

Om Lower distance bound between m and n (m)
S Upper distance bound between m and n (m)

Notations
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A. Preliminaries

In the offline mode, a site survey is conducted with a total
of @ reference points (RPs). Let r, be the 2-D position of RP
¢, and R be a 2 x () matrix indicating the RP positions, i.e.,

., rQ). (1)

Let £ be the index set of the Wi-Fi access points (APs) that
cover the site, i.e., £L={1,...,L}.

R = [I‘l,I‘Q,..

At each RP, time samples of Wi-Fi RSSI readings are
collected. Due to the random nature of radio signal, multiple
samples are collected in order to reduce the uncertainty in the
signal measurements.

Denote the RSST at RP ¢ from AP [ at time ¢ as {z/zfl(t),t =
1,...,5,S > 1}, with S being the total number of samples
collected. Denote the average RSS readings from AP [, [ € L,
at RP ¢ as ¢!, and the unbiased estimate of the variance of

the RSS time samples for AP [ at RP ¢ as (02)2. Then for
each RP, the unbiased estimates for the mean RSSI and its
corresponding standard deviation at RP ¢ are computed as:

7l 1 J l
’(/)q = E qu(t> )

1 5 71\ 2
%0 =\57 (jzj(ﬂé(t)—‘dé) )-

t=1

Then the Wi-Fi RSSI vector at r, is
‘11(1:[1;[;;7 727"'711[;5]7q€{1a2a"'aQ}a (3)
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where, by definition, '(/_Jé = 0 if AP [ is not detected at RP q.

In the online mode, let V be the set consisting of the
indexes of the M target nodes (or simply targets) to be
localized in the site, i.e., V. = {1,2,..., M}, and each of
their 2-D locations to be estimated is denoted as X,,,m € V.
Note that these targets to be estimated can be either spatial or
temporal. Let X be an M x 2 matrix of all these points, i.e.,

X = [X1,%9,...,xum]T. 4)

For each of the targets (spatial or temporal), let ¢! be the RSST
value at target location X,,, for Wi-Fi AP [, [ € £. Similar to
the RP RSSI vector, we define the target m’s sampled RSSI
vector as

P, = [ 1 2

m? my T

Lok meV. )

where, by definition, qﬁin = 0 if AP [ is not detected at target
m. Given a target m, let A, be the set of its neighbors that
have distance measurement with. Let J,,, be the distance
(spatial or temporal) between targets X,, and X, for any
m,n €V, ie.,
X — Xn|l? = 62,0 € A, n # m. (6)
Based on statistical analysis of distance (spatial or tem-
poral), we can obtain a distance bound with high confidence
level. Given the distance measurement interval, we denote 9,,,,,
as the lower bound of the measurement and 9,,,,, as the upper
bound. For each Wi—Fi target, €2,,, stores the distance bounds,
ie., Q= {[0,ns Omnl}, VN € Ay,

Given the M targets to be localized in V, each of them
contains the following information in the Wi-Dist problem:

Iy, £ {m, X, @iy A, U}, m € V. )

mmn?

B. Problem Formulation

The RP positions R are used to estimate the location of
the target. Let w,,, be the weight assigned to RP ¢ to locate

m, so that
Q

Rn = ) WmgTq,m €V, (8)

q=1
where the weights wy,q, Vm, satisfy

Q
Zwmq:lywmqZoane{L?a"wQ}' (9)

q=1
Let W be an M x @ matrix of w4, rq € R, ie,

w11 N wi1Q
W = : : . (10)

WALl WMQ

Then the positions of all the targets in V given W are given
by
X = WR”, (11

The distance between two targets in Equation (6) satisfies
bound constraints, i.e., §,,,, < dmn < dmn, Or equivalently,

82, <82 <610

mn mn?

Omn] € Q. Ym e V.  (12)

mmn?
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Given the above, we present in the following the objective
function for Wi-Dist problem. We first introduce a metric
to evaluate the difference between the target Wi-Fi samples
and the stored fingerprints under measurement noise. (Device
heterogeneity in RSSI of online and offline measurement is
outside the scope of this paper; interested readers are referred
to works like [18] for more information on how to address it.)

We consider fingerprint noise at each RP. Define J,,, as
the shared APs between Wi-Fi measurement point m and RP
q (0 < |Jsngq| < L). Given a target’s Wi-Fi RSSI #! (constant)
from AP [ € J,,,, the expected signal difference between RP
q and the target m’s RSSI in AP [ is derived as [10]:

TAVIC ‘I'q) 2E ((qbﬁn B wé)Q)
=B ((¢4)" — 2040 + (u1)")

= (¢h,)" — 26, B (v}) + B ((v)")

= (6h)" = 200, (v4) + B2 (44) + (04)

= (¢ — )" + (0})" (13)
By definition, if either ¢!, = 0 or ¢, = 0 (or both),

A(®,,, ¥,) = 0. Thus the total expected signal difference
between the RP ¢ and the target m’s RSSI vector is given by

[JTmql
1
mal gy _q

If |J,4] = 0 (no shared APs between the target m and RP
q), we have by definition T'(®,,, ¥,) = oo, ie., RP ¢ is
essentially excluded from the later optimization formulation.

Using Equation (14), we present in the following the
objective function for Wi-Dist. To jointly measure the overall
difference of all targets with the stored signal map, we find
the weights which minimize all the targets’ weighted sum of
expected signal difference as:

argmm Z ZF D, P, )wmg, (15)

m=1qg=1

which jointly considers the signal difference and the physical
distance constraints.

To summarize, we are to find a matrix W so as to satisfy

Objective:  Equation (15),
(16)
subject to:  Constraints (6), (9), (11) and (12).

C. Problem Hardness

In this section we generalize the problem given by Formu-
lation (16) and study its hardness. (In the next section we will
apply relaxation to solve it by semi-definite programming.)

Formulation (16) can be generalized into the following
problem:

Definition 1. Given the targets with RSSI measurements and
the distance information between them, is there a set of loca-
tions in the fingerprint database such that the total difference
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between the measured RSSI vectors and the stored signal map
is minimized while their relative locations satisfy the measured
distance bounds?

To prove the hardness in Definition 1, we introduce the
subset sum problem (SSP), which is stated as follows:

Definition 2. Given a set A of integer numbers and an integer
number a, does there exist a subset of A such that the sum of
its elements is equal to a?

In reality, solving the problem in Formulation (16) is
challenging. Here we are to prove that it is computationally
hard by reduction from subset sum problem (SSP).

Theorem 1. There is no efficient algorithm that solves the
problem given by Definition 1 unless P = N P.

Proof: We briefly describe our proof as follows. Suppose
we have a polynomial-time algorithm that takes as input the
distances between different targets as well as fingerprint mea-
surement points to recover their original positions. Therefore,
we minimize the overall sum of target signal difference with
the fingerprint map to obtain the candidate locations, and
then find those among them which satisfy the corresponding
distance bounds.

Then such an algorithm can be used to solve the SSP
by applying it to an instance of the problem. After reaching
its polynomial time bound, the algorithm will either have
returned a solution or not. In the first case, we can check if
the solution with pairwise distances returned is consistent with
the distance bounds. It is like that in the SSP we check the
sum of elements in polynomial time and accept if and only
if the check succeeds. In the second case, we can reject the
instance. For both cases, we have returned the correct answer
for SSP. Since SSP is already NP-hard, our problem is as hard
as the SSP. Thus, the problem in Definition 1 is NP-hard. ®

IV. WI-DIST: SDP-BASED LOCATION OPTIMIZATION

As the Wi-Dist problem is NP-hard, we use Semi-Definite
Programming (SDP) relaxation [19] to solve it. SDP has
been applied in wireless communication [20] and sensor net-
works [21]. In this work, we implement SDP to fuse the noisy
fingerprints and distance bounds for indoor localization.

Given the distance bounds, we apply semi-definite relax-
ation [21] to relax the distance constraints. Let e,,, be an
M x 1 column vector where the m-th element is 1 and n-th
element is —1. The physical distance between node m and n
can be therefore represented as

52, =el XXTenn, [0, Omn] € 2. (17)
Denote an M x M matrix Y for internal transformation, i.e.,
Y = XX7. (18)

Finally the distance bound can be rewritten as
8 <el Yeu, <02, [0 0mn) € Q. (19)

Based on the distance bound constraints in Equation (19), we
can rewrite Formulation (16) into

Objective:  Equation (15),
(20)

subject to:  Constraints (9), (11), (18) and (19).
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Clearly, Constraint (19) is nonconvex due to éfrm <
el Ye,,,. Given a symmetric matrix A, let A = 0 represent
that A is a positive semidefinite matrix [19]. We can then relax
this problem into a convex one by replacing the nonconvex
equality constraint, Y — XX” = 0 in Constraint (18), with a
convex positive semi-definite constraint, i.e.,

Y - XXT = 0. (1)

Constraint (21) is a nonlinear constraint, which can be
further transformed into a linear matrix inequality [19]. Then
it can be solved efficiently by a convex optimization solver.
The transformation is through a Schur complement:

Definition 3. Ler H be a matrix partitioned in four blocks,
consisting of four matrices B,E,C and D, i.e.,

B E
H—[C D:|’ (22)

where B and D are symmetric and nonsingular. The Schur
complement of D in H, is defined as

S=B-ED!C. (23)

If S = 0, then H > 0 [19]. Thus, by using Schur
complement, we can rewrite Constraint (21) as a matrix form,
i.e.,

Y X

Then Formulation (20) is finally transformed into an SDP
problem [19]:

Objective:  Equation (15), 25)

subject to  Constraints (9), (11), (18), (19) and (24).

The formulation above can be directly applied in peer-
assisted localization. For dead-reckoning based localization,
we may take m as the time stamp.

We end by analyzing the computational complexity of the
solution. Given Q RPs and L APs, the complexity of signal
difference calculation is O(Q)L). Given M temporal or spatial
target measurements (usually M is small), the computation of
SDP relaxation is bounded by O(M3Q?3) [22]. Using some
commercial SDP solver this problem can be solved efficient-
ly [19]. Further computational reduction can be achieved by
AP filtering and RP cluster mapping [9].

V. EXPERIMENTAL EVALUATION

We have developed Wi-Dist based on Wi-Fi fingerprints
in Android platforms and conducted experiments to study its
performance. In this section, we first discuss the experimental
settings and performance metrics in Section V-A. Then we
present illustrative experimental results for dead reckoning and
peer-assisted localization in Sections V-B and V-C, respective-

ly.
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A. Experimental Settings and Performance Metrics

We evaluate Wi-Dist in the Hong Kong International Air-
port (HKIA) boarding area and HKUST campus atrium. In the
airport we collect overall 1,400 RPs in 8,000 m? area. On the
campus we collect 394 RPs in 5,000 m? area. Figure 2(a) and
Figure 2(b) show their corresponding floor plans.

In the airport and the campus, we take overall 80 Wi-Fi
samples at each RP using HTC One X+. A quarter of these
samples are collected when we are facing north, south, west
and east respectively. For all the application scenarios, we use
the following parameters as baseline: 5 m survey grid size;
1 Wi-Fi RSSI sample is used for each target; no Wi-Fi AP
reduction is conducted over target RSSI vectors.

We compare Wi-Dist with the following typical localization
schemes in our experiments:

e Fingerprint-based localization (FL), the classical algo-
rithm such as [6], [2], which evaluates the Euclidean
distance of target RSSI vector with each RP fingerprint
and finds the interpolation of top k nearest neighbors
for location estimation (k = 15 in our experiment).

o  Sequential Monte Carlo (SMC) localization, a typical
fusion algorithm [12] based on Sequential Monte
Carlo method (particle filter) which fuses INS data and
Wi-Fi fingerprinting (FL). Through the propagation
along the temporal walking path, the particles translate
from one location to the next. With map constraints,
the spatial distribution of these particles gets corrected
and resampled [11]. The final estimation is based on
the weighted average of particle locations.

e  Graph-based and fingerprint localization scheme (GB
+ FL), which uses graph construction and Wi-Fi
fingerprinting for peer-assisted localization. With the
pairwise spatial distances of peer targets, the server
constructs the rigid graph consisting of all targets [14],
[15], [23]. Then the system searches against the Wi-Fi
signal map and finds a set of fingerprints to minimize
the objective function ©M_ ||®,, — ¥,[|? through
rotation and translation [15].

Let x,, be target m’s true location and X,,, be the estimated
location. The performance metric in our experiment is the
mean error (unit:m) of the estimated target in set V:

1
Vi 2,

B. Dead Reckoning

In this section we study how Wi-Dist performs for a mobile
user with INS (step counter) in his smartphone.

Temporal walking distance of the target is estimated from
the INS sensor which counts the steps of a walking target.
Each step detection is based on the periodic changes in the
vertical direction of the accelerometer readings [11]. Based on
the number of steps, the distance travelled, or motion offset,
can be estimated by multiplying the average stride length of
the target (which is related to walking frequency as in [24]).

As the target walks, the device also collects the Wi-Fi
RSSI vectors. Using the notation in Equation (7) the index m
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Fig. 2: (a) Map of the HKIA boarding area. (b) Map of the HKUST campus atrium. Blue points are the RPs (5 m grid size).

here represents the time stamp. Each target location X,,, now
corresponds to a temporal measurement of a single target. The
most recent M temporal targets and M — 1 distances between
them form a sliding window in time domain, and the estimation
of the M-th target is returned as the current position.

With the fast Wi-Fi scanning on smartphones [1], the
small curvature between two consecutive Wi-Fi samples can
be approximated as distance. Let  be the range of confidence
interval for estimating the displacement and o,,, be the
statistical standard deviation based on experimental results.
Given a distance measurement 6,,,, at time m from the last
location with RSSI measurement (A,,, = [m — 1]), each of the
distance bounds in €2, is defined as

77LTL ﬁo-’ﬂlfb < 67”’” < 57nn+ﬁ0mn7 n=m-— 1 m > 1 (27)
Based on Equation (7), a Wi-Fi temporal target IT,,, at time
m is defined as

1I,, [m —1], 2, }.

The distance bound for initial or the first target in the sliding
window is defined to be null. Based on the empirical test, 3 is
set to 2 in Equation (27). The size of sliding window M is 7.
200 particles are used in the particle filter of SMC algorithm.

2 {m, X, B, (28)

Figure 3 plots the localization accuracy with respect to time
for Wi-Dist and SMC. The estimation error fluctuates as the
user walks in the airport. Changes in wall partitions, crowded
people, user walking direction and smartphone holding gesture
introduce measurement noise in Wi-Fi and INS signals. SMC
sequentially considers the fingerprints and INS measurements.
It does not jointly consider the Wi-Fi fingerprints and the
distances from the multiple time periods. Therefore, large
error in location estimation happens. In contrast, Wi-Dist
constrains its estimations through the distance bounds in a
joint optimization formulation. Therefore, Wi-Dist can achieve
lower localization errors and smaller estimation fluctuation.

Figure 4 shows the mean displacement measurement and
corresponding standard deviation at each true walking distance.
In the empirical studies, the major error of displacement
comes from misestimation in step counts and step length.
Meanwhile the device initialization and walking curvature also
leads to additional displacement errors [1], [24]. Based on such
empirical analysis, we obtain the displacement variance for
each measured distance, which constitutes the distance bounds
(Equation (27)) in Wi-Dist temporal measurement.

Figure 5 shows the mean localization errors against the
number of Wi-Fi temporal target measurements. We can
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see that the accuracy improves as we utilize more temporal
samples. It is because joint consideration of more periods
further constrains the location estimations. When we further
increase the number of measurements, the accuracy gradually
converges, indicating that distance bounds already provide
sufficient constraints. Thus, to balance between localization
accuracy and computational complexity we choose several
temporal measurements (like 7 in our experiment) in Wi-Dist.

C. Peer-Assisted Localization

For some areas visited by many users, peer-assisted (PA)
localization may be used [15]. Peer ranging can be based
on either RSS-distance mapping or sound ranging. In the
experiment, we implement and test sound ranging under quiet
and noisy campus environment. The mean peer ranging errors
under these two conditions are 0.8 m and 2 m respectively.
Since distance constraint between two peers is asymmetric
due to measurement uncertainty, we use the larger value in the
distance measurements as the upper bound 6,,,,, and the smaller
one as the lower bound J,,,,. In the peer-assisted localization,
5 targets are involved in sound-based distance measurement.
We do not exclude the cases when walls may partition peers
during localization.

Figure 6 shows the mean localization errors against the
proportion of APs removed at targets. We randomly remove
some received APs of each target to evaluate the influence of
AP reduction due to wall partitioning or crowds of people.
We can see that Wi-Dist and GB+FL marginally rely on the
number of received APs. It is because the multiple users’ Wi-
Fi samples reduce the effect of sparse AP deployment. To the
contrary, FL relies on the APs to differentiate the RPs and
therefore its estimation error increases as more APs are pruned.

Figure 7 shows that the location estimation errors against
the number of Wi-Fi samples at each target in PA localization.
All the algorithms improve with more Wi-Fi samples. It is
because as the number of Wi-Fi samples increases, noise from
the random sampling can be reduced [7]. Compared with
GB+FL and FL, Wi-Dist achieves higher localization accuracy
because it further jointly considers the measurement noise
in the optimization formulation and reduces the uncertainty.
However, increasing the number of Wi-Fi samples means that
we need to wait for more samples before final estimation.
A balance has to be made between accuracy and latency
depending on application scenarios.

Figure 8 shows the location errors against the survey grid
size. As the minimum grid size is five meters, lines or rows
of RPs are removed to form grid size with multiples of
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five. Clearly, as the grid size increases, the accuracy of the
three algorithms decreases. Though less labor-intensive, larger
survey grid size may more easily lead to dispersed nearest
neighbors under large signal noise. Therefore, traditional al-
gorithms like FL may not accurately differentiate these RPs.
Under different survey density, Wi-Dist and GB+FL achieve
more accurate location estimations with the constraints of
peer-to-peer distances. However, the rigid graphs of targets
in GB+FL still suffers from pairwise distance measurement
noise. By fusing signal uncertainty and distance bounds, Wi-
Dist achieves higher estimation accuracy under different grid
sizes.

Figure 9 and Figure 10 show the overall performance
of Wi-Dist at different scenarios (INS and PA at baseline
parameters) in HKIA. Large indoor open space often leads
to high uncertainty in Wi-Fi signals [2] and disperse nearest
neighbors in signal space. Furthermore, the temporal and
spatial distance measurement also contains large noise under
the crowded scenarios. Compared with other state-of-the-art
algorithms, Wi-Dist significantly reduces the estimation errors
in HKIA. With distance constraints and joint optimization, Wi-
Dist mitigates the effect of disperse nearest neighbors.

Compared with the airport, the campus atrium is smaller
with more building partitions, which may influence the peer-
distance measurement accuracy. We show the performance of
Wi-Dist (INS and PA) on HKUST campus in Figure 11 and
Figure 12 respectively. Wi-Dist achieves higher localization
accuracy than the other state-of-the-art algorithms. As the
results in HKUST are qualitatively similar to those in HKIA,
for brevity we do not repeat other experimental results here.
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VI. ILLUSTRATIVE SIMULATION RESULTS

To evaluate more comprehensively the performance of Wi-
Dist in large-scale indoor environment with many users, we
have simulated Wi-Dist for the scenarios as mentioned in
Section V. In this section, we first discuss the simulation setup
(Section VI-A), followed by the results for dead reckoning and
peer-assisted localization (Sections VI-B and VI-C).

A. Simulation Setup

We simulate the Wi-Fi signal strength following the work
in [25]. In the signal model, the RSSI & (dBm) from Wi-Fi
AP at a distance D can be simulated as

D
®=oTX — L% —10alog,, <Do> + €, (29)

where measurement noise is distributed as € ~ N(0,0%,).
Unless otherwise stated, we use the following as our baseline
parameters: the transmission power ®7X = 25 dBm, the path
loss exponent v = 4.0, reference path loss LY = 37.7 dB,
reference distance D° = 1 m, 200 m x 80 m survey site with
5 m grid size; Wi-Fi signal noise o4, = 6 dB; 10 APs are
uniformly distributed in the survey area; a target takes a Wi-Fi
sample every 3 seconds.

B. Dead Reckoning

For dead reckoning, we use a random way-point mobility
model with resting [26], and 7 most recent Wi-Fi records are
used for INS fusion. The step count error rate is distributed
as N(0,02), where o, = 20%, and the stride length error
follows N (0,07), where o = 0.2 m. Additional walking
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displacement error is assumed to follow A/(0,02), where
Ow = 2 m.

Figure 13 shows the localization accuracy against the step
count errors. Clearly, the performance of SMC and Wi-Dist
degrades with larger step count error. SMC locates the user
based on the particle filter, which sequentially considers the
Wi-Fi and INS measurements. Therefore, when step count
accuracy degrades, the displacement error increases and the
particles become spatially sparse, making it difficult for SMC
to converge to correct locations. To the contrary, Wi-Dist local-
izes the target more accurately because the joint consideration
of Wi-Fi fingerprints and distance bounds of multiple periods
reduces the influence of measurement uncertainty.

Figure 14 shows the localization accuracy against the
walking displacement errors. We can see that as the displace-
ment error increases, the overall location accuracy decreases.
Localization error in SMC increases because the particles
converge slowly given large distance errors and noisy Wi-
Fi measurement. Different from SMC, Wi-Dist achieves more
accurate results because it utilizes the distance bounds instead
of actual distance measurement. By constraining the target
estimation within the intersection of these bounds, Wi-Dist is
more robust to distance uncertainty.

Figure 15 plots the localization errors versus the signal
noise in Wi-Fi measurement (Equation (29)). We can observe
that the performance of both SMC and Wi-Dist degrades when
the random signal noise increases. It is because larger signal
noise makes it more difficult to differentiate the fingerprints.
Different from SMC, Wi-Dist considers signal uncertainty
through the expected signal difference. By minimizing the
signal difference within constraints of distance bounds, Wi-
Dist reduces the effect of disperse nearest neighbors and
obtains better estimation results.

C. Peer-Assisted Localization

We assume noisy peer-assisted distance error ¢,, ~
N(0,02), 0, = 3.5 m; neighborhood detection range is 15
m; four peers together initiate a peer-assisted localization; 90
users are randomly distributed in the survey site.

Figure 16 shows the localization errors versus the number
of users. Clearly, more peer assistance provides more dis-
tance constraints over the involved users and improves the
localization accuracy. Different from GB+FL, Wi-Dist shows
less dependency on user connectivity. It is because Wi-Dist
considers the measurement uncertainty in the optimization and
jointly constrains all the users. Therefore, it does not have to
involve many users to achieve high localization accuracy.

Figure 17 shows the localization accuracy against the peer
distance errors. We assume a Gaussian noise is added to the
inter-device distance measurement. When the peer distance
error is small, both algorithms achieve high accuracy given
only Wi-Fi measurement noise in fingerprints. As distance
error further increases, both algorithms degrade in localiza-
tion accuracy. GB+FL constructs a rigid graph to constrain
relative positions of different users. However, the graph shape
deforms under large distance measurement errors. Wi-Dist, in
contrast, shows more robustness by using joint optimization
based on fingerprints and distance bounds. Without assuming
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a rigid graph, Wi-Dist can achieve more robust localization
estimation.

VII. CONCLUSION

In this paper, we have proposed Wi-Dist, a novel and
convex-optimization framework fusing wireless fingerprints
with mutual distance information for indoor localization. The
mutual distance can be temporal or spatial between different
target measurements (as obtained from dead reckoning or peer-
assisted manner). Due to random signal fluctuation, finger-
prints are noisy in nature and distance cannot be measured ex-
actly. Wi-Dist formulates a single semi-definite programming
(SDP) problem which fuses noisy fingerprints with uncertain
distance measurement, where the fingerprint noise is consid-
ered through only its first two moments while the distance
needs only upper and lower bounds. Wi-Dist is generic, and
hence is applicable to a wide range of sensing devices and
wireless fingerprint signals.

We have conducted extensive simulation and experimental
trials based on Wi-Fi fingerprints in our Hong Kong Inter-
national Airport and university campus. We implement Wi-
Dist using INS (temporal distance) and peer-assisted distance
measurement (spatial distance). Our results show that Wi-Dist
can significantly improve Wi-Fi localization accuracy, often
achieving substantial improvement as compared with other
state-of-the-art algorithms (40%).
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