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Abstract

Mixture-of-Expert (MoE) models outperform conventional mod-
els by selectively activating different subnets, named experts, on a
per-token basis. This gated computation generates dynamic com-
munications that cannot be determined beforehand, challenging the
existing GPU interconnects that remain static during distributed
training. In this paper, we advocate for a first-of-its-kind system,
called MIxNET, that unlocks topology reconfiguration during dis-
tributed MoE training. Towards this vision, we first perform a
production measurement study and show that the MoE dynamic
communication pattern has strong locality, alleviating the need for
global reconfiguration. Based on this, we design and implement a
regionally reconfigurable high-bandwidth domain that augments ex-
isting electrical interconnects using optical circuit switching (OCS),
achieving scalability while maintaining rapid adaptability. We build
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a fully functional MIxNET prototype with commodity hardware
and a customized collective communication runtime. Our proto-
type trains state-of-the-art MoE models with in-training topology
reconfiguration across 32 A100 GPUs. Large-scale packet-level sim-
ulations show that MIxNET achieves performance comparable to
a non-blocking fat-tree fabric while boosting the networking cost
efficiency (e.g., performance per dollar) of four representative MoE
models by 1.2x-1.5X and 1.9x-2.3X at 100 Gbps and 400 Gbps link
bandwidths, respectively.
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1 Introduction

Mixture-of-Experts (MoE) models [9, 14, 23, 40, 43, 54, 55, 59, 97,
103, 117] have gained significant traction in the machine learning
community to improve the performance of large language mod-
els (LLMs) [14, 23]. Unlike traditional methods that scale LLMs by
stacking dense layers, which leads to a linear increase in compu-
tational costs as model sizes expand, MoE models utilize multiple
parallel expert layers and activate only a subset of them based
on the input token for each training iteration (e.g., xAI discloses
that 25% weights are active in Grok-1 [14], while DeepSeek-V3 [9]
only activates 37 billion parameters over total 671 billion parame-
ters). This dynamic approach enables models to grow to large sizes
without a proportional cost increase in computation.

However, such dynamic expert activations require all-to-all com-
munications in and out of expert layers in each training iteration.
Among parallelization strategies, expert parallelism (EP), which
assigns expert layers to different GPUs, requires a high volume
of traffic that is comparable to that of tensor parallelism (TP), and
much larger than other parallelisms. Moreover, the token-specific
activation of experts in EP results in temporally non-deterministic
and spatially non-uniform communication patterns that vary across
training iterations, challenging existing GPU interconnects.

Today’s GPU interconnects contain intra-server scale-up net-
works (e.g., NVSwitch [34] or NVLink [33]) and inter-server scale-
out networks (e.g., Ethernet or Infiniband). Both of them are cur-
rently dimensioned with uniform and static network topologies
(e.g., fully-connected crossbar topology for scale-up networks [34],
and Clos-style fat-tree for scale-out networks [44, 101]). When
accommodating the temporal and spatial variations of MoE com-
munication patterns, these fabrics contain over-provisioned full
bisection bandwidth that is mostly under-utilized. Some recent
proposals on the use of optical circuit switching (OCS) perform
topology reconfiguration for spatially non-uniform traffic distribu-
tions. However, they assume stable temporal patterns such that no
reconfigurations occur during the entire training process [71, 107].
As a result, these interconnect architectures face bottlenecks, lead-
ing to inefficient resource usage and slowdowns in distributed MoE
training.

Therefore, to fully unlock the computational advantages of MoE
models, we need to design a novel GPU interconnect fabric that is
adaptable to dynamic all-to-all communication patterns at runtime.
Achieving such adaptability requires the topology to be reconfig-
urable during the distributed MoE training process. This is very
challenging because today’s commodity OCS technologies face fun-
damental trade-offs between low reconfiguration latency (to enable
reconfiguration during training) and high scalability (to intercon-
nect tens of thousands of GPUs) (more details in Table 2).

To understand the problem space, we first perform a comprehen-
sive measurement study in a production GPU cluster to investigate
the real-world communication patterns of distributed MoE training.
Our measurements reveal that although EP generates substantial
variability during training, its dynamic range is strictly within an
MoE block, creating strong locality for all-to-all traffic on a global
scale (§3).

Based on this insight, we introduce MIxNET, a novel system de-
signed to overcome these challenges by enabling efficient topology
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reconfiguration during distributed MoE training. At the core of
MIXNET is a regionally reconfigurable high-bandwidth domain based
on millisecond-scale reconfigurable OCS that sits at the boundary
between scale-up and scale-out networks. This design augments the
existing static electrical interconnect with the capability of rapid
regional reconfiguration while still preserving its scalability (§4).

MIxNET contains the following key components: 1) MIXNET
exploits the partially predictable nature of all-to-all communications
to track regional traffic demands at runtime (§5.1); 2) Based on the
obtained demands, MIXNET uses a greedy algorithm that generates
the tailored network topology and reconfigures the OCS to realize it
(§5.2); 3) With the reconfigured topology, MIXNET uses a customized
collective communication runtime to orchestrate inter-host DP and
EP communications on EPS and regional OCS fabrics (§5.3).

To demonstrate MIXNET, we build a fully functional prototype
with 32 Nvidia A100 GPUs, 16 Mellanox NICs [29], a Polatis mil-
lisecond OCS [38], and an Ethernet switch. In addition, we develop
a custom collective communication runtime based on Nvidia col-
lective communications library (NCCL) [26] to support in-training
topology reconfigurations. Using this prototype, we successfully
demonstrated the benefits of MIXNET on state-of-the-art MoE mod-
els (§6).

To evaluate the performance of MIxNET at scale, we perform
packet-level simulations using four representative real-world MoE
models. Our results reveal that MIxNET outperforms the state-
of-the-art fabrics, exhibiting a training speed comparable to Rail-
optimized [11] and Fat-tree [44] fabrics while significantly improv-
ing cost-efficiency. Specifically, MIxXNET improves networking in-
frastructure cost-efficiency by 1.2x-1.5X (1.9%-2.3X) compared to
Fat-tree and 1.4X-1.5X (2.3X~-2.4X) compared to Rail-optimized for
100Gbps (400Gbps) links. We also observe that MIxNET outper-
forms TopoOpt [107] by up to 2.5X and supports scalability with
the cluster size increasing to 30K+ GPUs (§7). When connected to
co-packaged optical ports attached to GPUs, MIXNET augments
high-radix scale-up systems like NVL72 by 1.3 (§8).

For more information, please visit the website: https://mixnet-
project.github.io/.

2 Background

In this section, we first describe MoE’s model architecture and
training parallelization strategies (§2.1). Then, we discuss several
GPU interconnects for distributed training (§2.2).

2.1 Distributed MoE Training

MoE model architecture. MoE models contain several sequential
MoE blocks [59, 97]. As shown in Figure 1a, each MoE block has
an attention layer, a gate unit, and several parallel feed-forward
networks (FFNs) called experts. The input token x is first fed into the
attention layer. After that, the gate unit selects the most relevant
experts based on the output of the attention layer. This is called
computation-based routing and is the key to enabling MoE’s sparse
architecture that scales model parameters without a linear increase
in computation cost. The output token, y, is the weighted sum of
the outputs of all activated experts.

Data Parallelism (DP). In DP [76], the model parameters are
replicated across multiple GPUs, and each GPU hosts a different
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Figure 1: Illustration of the MoE’s gated expert architecture and its distributed training strategies.

Models Mixtral LLaMA-MoE Qwen-MoE
Size 8x7B 6.7B 14.3B
# of MoE blocks 32 32 24
# experts 8 16 64
EP degree 8 16 16
TP degree 4 1 1
PP degree 4 4 4
Seq. len. 4096 4096 4096
Micro-batch size 8 8 8

Table 1: State-of-the-art MoE training configurations.
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Figure 2: Traffic volume distribution of different parallelism
of three state-of-the-art MoE models.

subset of training data. Because only gradients are transferred
across GPUs, the traffic volume is relatively small compared to
other parallelisms. In MoE models, DP is usually applied to gate
units and add & norm layers (Figure 1b). DP also applies, as we
create replicas of the whole model onto several different clusters.

Tensor Parallelism (TP). TP [98] is a technique to partition
a layer among multiple GPUs. In distributed MoE training (Fig-
ure 1b), the expert layers are usually partitioned across different
GPUs, with intermediate hidden states being transferred through
collective communication primitives like broadcast, all-gather and
reduce-scatter. Therefore, TP is the most communication-intensive
operation, and its spatial scale is generally limited to a few GPUs
in practice [98].

Pipeline Parallelism (PP). In PP [88, 98], multiple sequential
stages of the model are distributed to different GPUs (Figure 1b).
Therefore, only hidden activation states are transferred through
point-to-point all-reduce collective communication primitives, gen-

Commodity OCS Port count Reconfig. delay
Robotic (Telescent) [107] 1008x1008  Several minutes
Piezo (Polatis) [38] 576X576 10-25 ms
3D MEMS (Calient) [6, 94] 320%320 10-15 ms
2D MEMS (Google Palomar) [81] 136X136 Not reported
RotorNet (InFocus) [85, 86] 128%128 10 ps
Silicon Photonics (Lightmatter) [19] 32%32 7 us
PLZT (EpiPhotonics) [25] 16x16 10 ns

Table 2: Tradeoff between port count and reconfiguration
delay in commodity OCS technologies.
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Figure 3: [Mixtral 8x7B in production] EP’s all-to-all com-
munications occupy 33% to 55% of the total training iteration
time in 400 Gbps network.

erating the least amount of communication with deterministic vol-
ume.

Expert Parallelism (EP). In MoE models, different experts in
an MoE block are allocated to different GPUs [59, 74, 77, 82] (Fig-
ure 1b). Since each GPU needs to send its local states to other experts
and receive remote states from other GPUs, the dispatching of in-
termediate hidden states and the collection of expert outputs are
performed via two all-to-all communications. EP’s all-to-all com-
munication is non-uniform and non-deterministic across different
training iterations (§3).

Traffic volume of different parallelisms. We use Megatron-
LM [98] to profile three state-of-the-art MoE models (Mixtral 8X7B
MoE [23], Llama-MoE [117] and Qwen-MoE [40]) and measure the
total amount of data transfer. The detailed model configurations
are shown in Table 1. We plot the distribution of traffic volume
in one MoE training iteration in Figure 2. For Mixtral 8xX7B, we
observe that TP generates the highest traffic volume (60% of the
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(b) In spatial dimension, the all-to-all traffic volume is non-uniform across different experts.

Figure 4: [Mixtral 8x7B in production] All-to-all traffic dynamics during MoE training,.

total volume). The EP generates the second-highest traffic volume
(30%), leaving PP and DP contributing less than 6%. For LLaMA-MoE
and Qwen-MoE, we find that EP becomes the most communication
intensive (more than 80%). This is because the size of the largest
layer (i.e., expert) fits into a single GPU memory.

2.2 GPU Interconnects

Scale-up fabrics using NVLink and NVSwitch. NVLink and
NVSwitch are proprietary technologies provided by Nvidia to sup-
port GPU communications within a host server [28, 33]. They offer
a higher bandwidth (1.8 TB/s) than PCle (128 GB/s).

Scale-out fabrics using electrical packet switching (EPS). Ethernet-

and Infiniband-based EPS has been widely adopted in data center
networks with clos-style topologies [44, 64-66, 68, 101]. In such
networks, data are encapsulated into packets and switched at layer
2 or above. EPS has the advantage of massive scalability to hun-
dreds of thousands of host servers in modern data centers [44].
However, EPS networks are fixed in topology that cannot be easily
reconfigured.

Scale-out fabrics using optical circuit switching (OCS). OCS
is a layer-1 switching technology that creates dedicated reconfig-
urable optical circuits between hosts. As depicted in Table 2, to-
day’s commodity OCSes have a fundamental tradeoff between the
scalability (in terms of port counts) and agility (in terms of reconfig-
uration delay). Technologies like the robot optical patch panel [107]
scale up to thousands of ports at the cost of several minutes of recon-
figuration delay. At the other end of the spectrum, waveguide-based
OCS like silicon photonics [19] and PLZT [25] scores microseconds
or nanoseconds latency with limited port counts.

3 Production Measurements

Unlike conventional parallelism (e.g., TP, PP, and DP) with determin-
istic communication patterns, EP’s communications are determined
by the gate unit at runtime due to the semantic heterogeneity of
the input tokens. To understand the dynamics of EP traffic patterns,
we profile Mixtral 8X7B [23] in a production data center, using a

hybrid parallelism that combines an EP degree of 8, TP degree of 4,
PP degree of 4 at a sequence length of 4096, and micro-batch size
of 8 [56].

The production fabric. We use a Certified Nvidia DGX SuperPOD
platform [27] with 128 H800 GPUs and 128 ConnectX-7 400Gbps
NICs in a production data center. The compute fabric is connected
in a rail-optimized topology [11]. We use NCCL [26] to optimize
communications on the DGX platform.

All-to-all communications within a training iteration. We
first measure the time it takes for each step in Mixtral 8X7B’s
forward pass computation' and show the results in Figure 3. For
the typical micro-batch size used in production (e.g., 8), we observe
that the expert computation takes more than 100 ms, which is much
larger than the reconfiguration latency of existing optical switches
(for example, the MEMS OCS in Table 2). Therefore, it provides an
opportunity to reconfigure the OCS for the second all-to-all in the
expert computation phase. For backward propagation, it allows us
to hide the reconfiguration latency in the attention computation
of its later layer (for the second all-to-all) and expert computation
period (for the first all-to-all) as the backward computation often
takes more time than the forward. The results of other MoE models
are presented in Appendix A.1.

All-to-all communications are temporally dynamic. Figure 4a
plots the total communication volume that each expert receives
in all-to-all communication in each MoE layer, which represents
the activation intensity of each expert. We find that the activa-
tion intensities of each expert vary significantly across different
iterations, which indicates the non-deterministic nature of the EP
traffic. We also find that as training progresses, the variability of
the overall communication volume among experts decreases. The
decreasing variability is attributed to the use of load balancing loss®.
However, even as the overall communication volumes of experts
appear to converge, the sparsity of all-to-all traffic matrices per-
sists, as illustrated in Figure 4b. Furthermore, recent advances in

!The backward pass is a reverse process of the forward pass.
2In MoE training, load balancing loss is commonly used to ensure that token loads are
evenly distributed across all experts.
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Figure 5: [Mixtral 8x7B in production] Traffic matrix of all
GPUs showing strong locality.

the ML community have introduced MoE training techniques that
intentionally leave selected experts underutilized at some training
stages to achieve improved model performance [52, 83]. This fur-
ther highlights the dynamic communications in distributed MoE
training.

All-to-all communications are spatially non-uniform. Fig-
ure 4b plots the detailed all-to-all communication matrix of a se-
lected layer through different iterations. We observe that each traf-
fic matrix of all-to-all communication is non-uniform, with heavy
communication only between several GPU pairs. Specifically, the
state-of-the-art LLM model DeepSeek-V3 reveals that explicitly
creating non-uniformity in token distribution across experts while
bypassing load-balancing loss® improves the MoE training process.

All-to-all communications have strong locality. Figure 5 shows
the all-to-all communications among all the 128 GPUs during the
training of Mixtral 8xX7B. We observe that the EP traffic exhibits
strong locality. This is because only the expert layers within the
same MoE block need all-to-all communications, while expert layers
across different MoE blocks at different PP stages do not communi-
cate directly.

The above observations are stemmed from the inherent sparse
activation characteristic of MoE layer and the gradual refinement
of the gating unit during training. We note that other work in ML
community [9, 75] have observed similar behaviors, suggesting that
these characteristics are common across different MoE models.

4 MIixNET Architecture Design

So far, we have shown that MoE introduces unique traffic patterns
that are temporally non-deterministic and spatially non-uniform.
Now, an important question is How to design a network architecture
that best serves the requirements of distributed MoE training? In this
section, we first study an ideal yet practical fabric for distributed
MOoE training (§4.1). Then, we present our key proposal in MIxNET,
the regionally reconfigurable high-bandwidth domain with OCS
(§4.2).

4.1 Towards An Ideal yet Practical Fabric

We start with a thought experiment from first principles on an ideal
yet practical fabric for distributed MoE training.

The ideal fabric. Designing an ideal fabric for distributed MoE

3See Figure 9 and Figure 10 in DeepSeek-V3 report [9] for more details.
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Figure 6: The MixNET network architecture.

training requires the best fit between the traffic patterns gener-
ated by different parallelization strategies and the interconnect
technologies. In Table 3, we first summarize the requirements in
terms of volume, temporal pattern, and spatial pattern for differ-
ent parallelisms. Then, we review the desired fabrics, considering
their bandwidth, reconfigurability, and scalability. In particular,
conventional parallelisms like TP, DP, and PP require only a one-
shot reconfiguration because their communication patterns are
deterministic. While TP requires high bandwidth within a small
number of GPUs that host an individual layer, DP and PP span more
GPUs with relatively lower communication bandwidth. Notably,
EP is significantly different, as its temporally non-deterministic
traffic patterns require in-training topology reconfiguration, and
the all-to-all communications among experts require a medium
fabric radix. Therefore, the ideal fabric for MoE training should be
a reconfigurable network capable of adjusting its topology as soon
as traffic patterns vary across training iterations. Moreover, the
topology reconfiguration should be completed before each all-to-all
communication phase to avoid interrupting the computation. So,
the time window left for topology reconfiguration is on the order
of tens of milliseconds (based on the measurements in Figure 3).

Challenges of the ideal fabric. Realizing this ideal fabric presents
significant challenges. Recall that in Table 2 we review a trade-off
in commodity OCS technologies? between reconfiguration delay
and port count. Achieving millisecond scale reconfiguration times
typically limits the number of ports in today’s OCS to a few hundred
ports, making it difficult to scale to hundreds of thousands of nodes
needed in a large MoE interconnect. In contrast, increasing the port
count to support hundreds of thousands of ports results in slower
reconfiguration times, failing to meet the rapid reconfiguration
required within training iterations.

Landing the ideal fabric in practice. To reconcile these chal-

lenges, we leverage the key observation that despite the non-deterministic

and non-uniform characteristics of MoE all-to-all traffic, there is
a strong locality for traffic variations as MoE blocks are normally
placed in a pipeline [9, 98]. Therefore, instead of building a globally
reconfigurable OCS fabric, we propose designing several region-
ally reconfigurable OCS networks (described next in §4.2). Figure 6
depicts the network architecture of MIXNET. By partitioning the
network into several domains where the communication locality
is strong, each regional OCS rapidly adjusts to traffic demands of

4There are small-scale prototypes that break this tradeoff by using advanced devices
(e.g., tunable lasers with arrayed waveguide grating (AWGR) [48], silicon photonics [72],
etc.). They are out of the scope of this paper, which mainly focuses on commodity
solutions that are readily deployable at scale.
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‘ Traffic Ideal Fabrics ‘ Best Fit

‘ Volume Temporal Pattern Spatial Pattern ‘ Bandwidth Reconfigurability Scalability ‘ Interconnect Technology
DP Low Deterministic Global All-Reduce Low Slow & One-Shot Large Electrical Packet Switch (Ethernet)
TP | Highest Deterministic Local All-Reduce High Slow & One-Shot Small Crossbar Switch (NVSwitch)
PP Low Deterministic Global Point-to-Point Low Slow & One-Shot Large Electrical Packet Switch (Ethernet)
EP High Non-Deterministic =~ Regional Sparse All-to-All High Fast & In-Training Medium Circuit Switch (Optical)

Table 3: The quest for a best fit between interconnect fabric and the MoE parallelization strategies.

EP without the complexity of global reconfiguration. By imple-
menting regionally reconfigurable OCS networks, we leverage this
locality to achieve fast reconfiguration within smaller, manageable
regions. This approach balances the need for reconfigurability with
practical hardware limitations, effectively supporting the dynamic
communication patterns of MoE training.

4.2 Regionally Reconfigurable OCS

MIXNET, as the first fabric to support the in-training topology re-
configuration, highlights the core idea of building regionally recon-
figurable OCS to offload dynamic EP traffic in the existing electrical
fabric. By leveraging the strong locality inherent in MoE’s all-to-all
traffic, we partition the network into regions where communication
demands are non-deterministic among expert layers. This regional
approach allows for rapid reconfiguration within each partition,
effectively overcoming the fundamental trade-off between recon-
figuration speed and port count in OCS technology. By focusing
on regional reconfigurability, MIXNET achieves scalability while
maintaining rapid adaptability to dynamic communication patterns
of MoE training, alleviating the complexity of global network re-
configuration.

Where to deploy regionally reconfigurable OCS? To best serve
the regional sparse all-to-all traffic patterns featured in distributed
MOoE training, a regional OCS is connected to a cluster of GPU
servers where each server splits its NICs between EPS and OCS>.
Given the fact that today’s fast OCSes with millisecond-scale re-
configuration delay support up to 500 ports (Table 2) as well as a
typical server contains eight NICs, a reconfigurable high-bandwidth
domain interconnect through an OCS supports around 80 to 250
servers (each server assigning two to six NICs to OCS).

When to reconfigure the topology? Unlike EPS networks, which
are connectionless, OCS networks are connection-oriented and re-
quire active control for reconfiguration. During topology reconfigu-
ration, OCS networks are not available to carry packets®. Therefore,
we need to choose the right time to start the topology reconfigura-
tion process before the actual data transfer starts to avoid blocking
training process.

How to reconfigure the topology? In MIxNET, the OCS fabric
is arranged into multiple isolated slices for each reconfigurable
high-bandwidth region. Therefore, the regional OCS topology is
controlled by its localized topology controller, which frequently
collects traffic demands from the host servers. Within each train-

5In the near term, MixNET’s regional OCS leverages the optical transceivers through
the NIC for deployment readiness. In the long term, as the co-package optics (CPO)
becomes widely adopted, MIXNET’s regional OCS is compatible with the commodity
optical I/O solutions (e.g., TeraPHY from Ayar Labs [41]) that is directly connected to
the computing chip (e.g., GPU, TPU, etc.).

®Most commodity optical switches require tens of nanoseconds to several milliseconds
or (Table 2) to reconfigure their topology.

—
() | Collective Communications Manager (§ 5.3) |
Q
°
‘E - <—| All-to-all Traffic Monitor (§ 5.1) |4— MoE Training Job
o N
O v
73 GPU Server
[}
Q 1, [ =]
e
U ﬁ:l Regional OCS ﬁl Regional OCS |

Figure 7: MIXNET system implementation.

ing iteration are four all-to-all communications with the same or
transposed traffic pattern. However, these traffic patterns are non-
deterministic across different training iterations. Hence, we need
to develop a mechanism to reconfigure the topology tailored to
traffic patterns. The regional topology reconfiguration means that
MIxNET does not require a centralized topology controller, which
avoids the scalability concerns of the control plane.

Towards a mixed optical-electrical fabric. MIxNET seeks the
best fit between the traffic patterns of the parallelization strategies
and the corresponding switching technologies. Therefore, MIXNET
uses server-scale NVSwitch for tensor parallelism, regionally recon-
figurable OCS for expert parallelism, and large-scale EPS for data
parallelism and pipeline parallelism. To distribute data movement
tasks on different fabrics, a new collective communication library
that supports topology reconfiguration is needed.

5 MIxNET System Implementation

To enable the aforementioned MIxNET architecture, we design
and implement several core components of the control and data
planes. As shown in Figure 7, MIXNET’s implementation contains
a traffic monitor that keeps track of the traffic demands in EP to
characterize subsequent all-to-all communications (§5.1). Based
on the monitored traffic demands, multiple decentralized topology
controllers generate and enforce topologies for regional OCSes
(§5.2). Then, a collective communication manager is responsible to
steer the traffic in the MIXNET fabric (§5.3). In addition, we discuss
the failure handling mechanism in (§5.4).

5.1 All-to-All Traffic Characterization

In each MoE block, there are four all-to-all communication phases
during each training iteration: two in the forward pass and two in
the backward pass (Figure 1b). The first all-to-all communication oc-
curs after the gate unit computation. The output from the gate unit’

"The actual output of the gate unit is the dispatching probability distribution for each
token. The expert load is derived directly from the probability distribution using the
top-k parameter.
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Algorithm 1 Reconfigure OCS

1: procedure RECONFIGUREOCS(E, a, N, V)
> input E: all-to-all communication demands of experts
> input a: current optical degree
> input N: number of servers
> input V: server node set
> output S: NIC level mapping in OCS
2 C « zero matrix of size N X N
3: avail_ocs[v] « aforv eV
4: Initialize finish time T = oo if D[i][j] # 0, otherwise T =0
> Step 1: D is translated into an upper triangular matrix.

5: D < CALCULATE_SERVER_DEMAND(E)
6: while True do
> Step 2: Find bottleneck links
7: (i, j) « FINDBOTTLENECKLINK(T, C, V)
8: if avail_ocs[i] > 0 and avail_ocs[j] > 0 then
> Step 3: Create a link between i and j
9: Clil[j] « Clil[j] + 1 and C[j][i] < C[j][i] +1
10: forov e {i,j} do
11: avail_ocs[v] « avail_ocs[v] — 1
12: else
13: Break
> Update the time matrix
W T < S TUI < 2

> Step 4: Generate OCS topology
15: S « GETNICMaPPING(C)

16: S < PERMUTELINKS(S)

> Step 5: Reconfigure the OCS
17: RECONFIGUREOCS(S)
18: return S

across the EP groups determines the traffic matrix for this commu-
nication phase. These four all-to-all traffic matrices are strictly the
same or transposed due to the symmetry of the token dispatching
and collection process. For communication in the first all-to-all
in FP, given that the MIXNET network architecture is provisioned
with millisecond-scale reconfigurable OCS, there are two options.
MIxNET reconfigures the OCS while blocking the training process,
as this reconfiguration time cannot be hidden in the computation.
On the other hand, if MIXNET opts to utilize a random topology or
reuse topology from previous MoE layers, it cannot benefit from
the efficient circuits schedule.

Besides, we observe the partial predicabilty of the FP’s first all-to-
all, which offers an opportunity to proactively reconfigure the OCS
for it in advance (e.g., in attention computation phase). We offload
the details of the prediction algorithm for all-to-all traffic demand
in §B.1. Note that MixNET does not introduce extra demand mon-
itoring overhead as the state-of-the-art MoE training framework
already contains a mechanism to collect this information [4] to
perform on-demand all-to-all transmission.

5.2 Topology Reconfiguration

In MIxNET, finding an optimal topology and deriving an optical
schedule is an NP-hard problem [60]. We address this challenge by
introducing a lightweight greedy algorithm. The key insight is that
all-to-all communication time is determined by the delay of largest
transfers, which implies that the corresponding GPU pair should be
allocated with more circuits. Thus, we identify the communication
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pairs with the longest transmission time in each iteration and assign
them with direct optical links in the OCS topology. The detailed
OCS reconfiguration algorithm is shown in Algorithm 1.

Step 1: Obtain the inter-server demand (line 5). Given the
predicted all-to-all communication demands, the algorithm first
maps the traffic matrix to an actual inter-server communication
demand with respect to the number of experts per GPU and the
number of GPUs per server. Note that we provision the TX and RX
bandwidth of each OCS link together, thus making the inter-server
demand matrix upper triangular via adding the TX and RX demands
together.

Step 2: Find bottleneck links (line 7). The algorithm then it-
eratively finds the bottleneck of the currently allocated links. The
bottleneck link is defined as the link with the longest completion
time given the demand matrix D and allocated link matrix C. We
greedily calculate the bottleneck link by calculating the comple-
tion time of each link and return the server pairs with the longest
completion time.

Step 3: Allocate OCS circuit (line 9-11). The algorithm first
allocates the OCS link for the found bottleneck server pairs. If the
OCS NICs of two servers are not fully allocated, the algorithm will
assign the link for them accordingly.

Step 4: Generate OCS topology (line 15-16). The algorithm
generates the topology by mapping the TX and RX NICs based on
the allocated link matrix C. Note that if multiple links exist between
two servers, the algorithm permutes the connection to achieve a
non-uniform memory access (NUMA) optimized topology to avoid
intra-host congestion. For example, if there are two links between
server A and server B, the algorithm will permute the connection to
ensure that the corresponding TX and RX NICs are in two different
NUMA nodes for intra-host traffic forwarding (§5.3).

Step 5: Reconfigure OCS (line 17). The final step is to reconfigure
the OCS cross-link connections accordingly. The topology manager
leverages the TX/RX pair mappings to establish the optical path for
the aforementioned pairs.

5.3 Collective Communication Allocation

With the generated topology, the next step is to allocate network
traffic from different parallelisms to MIXNET and generate routing
schedules. In the following, we illustrate how MIXNET’s collec-
tive communications manager routes network traffic from various
parallelisms in the data path.

TP and PP. TP traffic is limited to intra-host high bandwidth
domain (e.g., the NVSwitch). PP traffic occurs across different PP
stages and relies on the high-fanout EPS fabric in the MIxXNET
architecture. As a result, there are no special configurations for
these two types of parallelism.

DP. DP traffic typically spans the entire training cluster. There-
fore, MIXNET routes it through the EPS fabric. To further improve
the communication efficiency of DP transfers, we leverage the hi-
erarchical all-reduce algorithm [69, 104] to reduce the outbound
traffic volume from each server. First, the GPUs within each server
perform an intra-host reduction to aggregate the parameters to
a gateway DP GPU connected to the EPS NIC. Next, all servers
engage in a global ring all-reduce among the gateway DP GPUs to
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Figure 8: Routing of all-to-all communications in MIXNET.
For presentation simplicity, each server only contains 4 GPUs,
and the TX/RX links are merged into a single link. In practice,
MixNET supports the standard setup of 8 GPUs or more.

synchronize the model parameters. Finally, each server broadcasts
the synchronized parameters from the gateway DP GPU to all other
GPUs. The first and third stages of communication use the high-
speed NVSwitch, while the second stage relies on the relatively
lower-bandwidth EPS fabric. If multiple EPS NICs are available in
the fabric, MIXNET utilizes a multi-ring all-reduce method to fully
exploit the bandwidth and reduce communication time.

Topology-aware EP. EP traffic is expected to use the region-
ally reconfigurable high-bandwidth domain. After reconfiguration,
MIXNET essentially forms a direct-connect topology for EP trans-
fers. Based on that, MIxNET uses the following steps to route the
EP traffic. We illustrate this process in Figure 8, which depicts a
reconfigured topology among four servers with a total of 16 GPUs
(EP degree equals 16).

(1) Each GPU looks up the topology to identify its intra-server
communication delegation GPU for all communication pairs.
MIxNET prioritizes directly connected optical circuits over EPS.
For example, the delegation GPU from server 0 to server 2 is
GPU 2, as they are connected with optical circuits. However, to
perform communications between server 0 and server 1, they
have to use GPUs that are connected in the EPS.

(2) With the gateway information, each server performs an intra-
host gather, gathering outbound data to the corresponding
delegation GPUs via NVSwitch. Note that in §5.2, we balanced
the number of NICs across each NUMA node to mitigate intra-
host congestion when multiple links are provisioned between
a server pair. MIXNET aims to distribute the traffic load across
delegation NICs as evenly as possible.

(3) Each server initiates the inter-host all-to-all communication
across all delegation GPUs using NICs in both the EPS and OCS
fabrics.

(4) Each server performs an intra-host all-to-all communication
among local experts via NVSwitch.

(5) The delegation GPUs in each server scatter the received all-
to-all data to its final destination.

As the dataflows in steps (3) and (4) do not interfere with each
other, MIxXNET overlaps the communication in these two steps to
reduce overall completion time.

5.4 Failure Handling

There are two categories of failures in distributed MoE training:
network (NIC/link) failures and GPU failures. MIxNET is tolerant
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to both transient and permanent failures during distributed MoE
training.

Network fault resilience. In practice, each server in MIxNET
connects to both the global EPS fabric and a regional OCS domain
using multiple NICs. Specifically, the EPS-side typically uses at least
two NICs per server (see §4.2), providing redundancy for packet-
switched communications. Based on prior reports [91], the failure
rate of a single NIC or link during a training job is approximately
0.057%, making dual EPS NICs sufficient to reduce the probability
of simultaneous failure to below 0.00003%. If both EPS NICs on
a server fail—a rare but possible event—MIXNET reroutes traffic
through the OCS domain. Specifically, traffic destined for the failed
NICs is first routed optically to a healthy peer, and then relayed
through that peer’s functional EPS interface. Similarly, the EPS can
serve as a fallback path if OCS links or ports fail. This dual-path
design ensures resilient connectivity, at the cost of some additional
intra-cluster forwarding overhead.

GPU fault tolerance. MIXNET also supports failure recovery
when one or more GPUs become unavailable. We consider two
realistic failure levels:

e Single-GPU failure. If a GPU fails during training, MixNET remaps
the workload to a designated backup GPU. This is aligned with
the design of high-availability systems such as NVL72, which
reserve spare GPUs per group for fault tolerance. In MIxNET,
the backup GPU may be connected via either EPS or OCS: 1) If
reachable via EPS, training resumes without additional routing.
2) If reachable only via OCS, MIXNET forwards traffic through
a peer GPU with optical connectivity to the backup GPU after
topology reconfiguration, maintaining functional interconnect
through minor topology adjustments.

o Full-node failure. A complete server failure (e.g., all 8 GPUs) re-
quires a replacement node from the global backup pool. These
backup nodes connect via EPS uplinks, ensuring network con-
nectivity without reliance on regional OCS. Upon checkpoint
restoration, MIXNET resumes training with minimal disruption.

Runtime reconfiguration. To maintain topology validity in the
presence of failures, MIXNET’s decentralized topology controllers
detect communication failures and regenerate the OCS topology
accordingly. This involves excluding failed nodes from the candidate
set and recomputing optical mappings (see Algorithm 1 in §5.2).
Because MIXNET relies on regional control, such reconfigurations
are localized and incur minimal global disruption. We evaluate the
impact of various failure scenarios in §7.5.

6 MixNET Prototype

To evaluate MIXNET, we build a fully functional prototype using
commodity hardware® capable of training state-of-the-art MoE
models.

Hardware setup. Figure 9 is a picture of our prototype, which
contains four commodity servers, each equipped with eight Nvidia
A100 GPUs and four Mellanox ConnectX-6 100G NICs. For each
server, three NICs are connected to a Polatis millisecond-scale
OCS [38], while the remaining one NIC is connected to a Nvidia

8Due to Nvidia’s warranty restrictions, we cannot reconfigure the topology of the
DGX SuperPod used in the measurement study (§3). Hence, we use commodity servers
equipped with Nvidia GPUs for the testbed.
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Figure 9: MIxNET testbed using commodity hardware.

SN3700 Ethernet switch [35]. We use 100 Gbps QSFP28 optical
transceivers and duplex LC fibers [18]. All NICs operate in RoCEv2
mode. Each server has a total of four NVLinks that connect two
adjacent GPUs. Appendix C provides further details of our testbed.

Software stack. We implement MIXNET’s software stack using
approximately 6K lines of code in C++, including the topology gen-
erator, the OCS controller, and the custom collective communication
runtime supporting in-training topology reconfigurations. For DP
and PP communication over the static EPS fabric, we use NCCL [26]
to provide high-speed intra-host and inter-host all-reduce/point-
to-point communications. For EP’s all-to-all communications that
involve both EPS and OCS, our custom collective communication
runtime leverages RDMA for high-speed data transfer using the
raw ibverbs library based on FuseLink [93]. We port the MIxNET
runtime to Python to integrate with Megatron-LM [98] for training
real-world MoE models. Specifically, we have implemented com-
munication primitives similar to those in torch.dist and expose
them as mixnet.all_to_all and mixnet.all_reduce.

Training state-of-the-art MoE models. We use the prototype
to train three state-of-the-art MoE models, and compare its per-
formance with a baseline configuration where all the four NICs
are connected to an Ethernet switch (the ideal switch baseline).
Figure 10 shows that MIXNET achieves comparable performance
to the 4 X 100G EPS baseline. MixNET utilizes one NIC in the EPS
fabric and configures the remaining three NICs in an optical circuit
fabric (a total of 12 optical ports and 4 electronic ports). In contrast,
the EPS baseline uses the four 100 Gbps ConnectX-6 NICs in a
non-blocking EPS fabric with 16 electronic ports. MixNET’s perfor-
mance stems from its ability to efficiently provision high-bandwidth
optical circuits for communication-intensive pairs in sparsely non-
uniform all-to-all traffic, without compromising the transfer speed
of DP and TP traffic. It is important to note that MIXNET does not
alter the parallelization strategies used in MoE training, but only
optimizes data transfer through its architectural design and efficient
circuit-switching algorithm. As a result, MIxXNET does not affect
the training accuracy of MoE models.

7 Large-Scale Simulations

This section evaluates the performance of MIxXNET through large-
scale simulation. We also present design space explorations on
several factors, such as network scalability, EPS link options, and
reconfiguration delays in Appendix §D.
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Figure 10: [Testbed] End-to-end training iteration time on
our 32 GPU prototype.

7.1 Setup

Packet-level simulation methodology. The simulation process
is divided into two phases. First, we develop a simulator on top of
FlexFlow [12]. We extend FlexFlow to support pipeline parallelism
and rectify its profiler to ensure that the profiled computation time
aligns with the actual runtime on the testbed. The simulator is fed
with the micro-batch size, an MoE model, and a specified paral-
lelization strategy, and generates a task DAG that describes the
computation and communication tasks for the cluster. Using this
DAG, we then utilize an event-driven packet-level simulator based
on htsim [16], which simulates packet-based communication be-
tween GPUs. The link propagation delay is set to 1 us. We set the
number of NICs and GPUs per server to 8, with each NIC having
a bandwidth of B. In our setup, each server has eight GPUs, inter-
connected via a high-speed NVSwitch (900 GB/s), and eight NICs,
reflecting typical configurations used in production environments.
The training process for the MoE model is simulated across multiple
iterations. The details of used models and parallelization strategies
are presented in the Appendix D.1.

Simulated GPU interconnect fabrics. We compare the perfor-

mance of MIxNET with the following interconnects:

e MixNET (this work). In MIXNET, each server connects two
NICs to the EPS fabric using a fat-tree topology and connects
the remaining six NICs to the OCS fabric by default. Following
the architecture of the regionally reconfigurable high-bandwidth
domain in M1xNET, the optical circuit switch only needs to con-
nect the GPUs within a single EP group, which is a maximum of
64 GPUs in our configuration. This can be easily supported by
commodity OCS technologies (Table 2). MixNET blocks the net-
work for 25 ms during the reconfiguration of the OCS for the first
all-to-all communication in the forward pass and hides the re-
configuration time during computation for subsequent all-to-all
communications, as discussed in §5.1.

o Fat-tree [44]. We consider a 1:1 non-blocking Fat-tree network.

e OverSub. Fat-tree. We compare MIXNET with a Fat-tree inter-
connect with the 3:1 over-subscription ratio.

e Rail-optimized [11]. It has been the recommended GPU inter-
connect used by Nvidia. It differs from the fat-tree by connecting
GPUs of the same rank to the same ToR switch, providing low
latency for GPUs within the same rail.

e TopoOpt [107]. The state-of-the-art optical interconnect that
co-optimizes both model parallelization and network topology
to minimize communication overhead. For TopoOpt, all NICs are
optimistically connected via a large and flat optical patch panel.
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Figure 11: [Simulation] Networking cost analysis.
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Figure 12: [Simulation] Training speed-ups in a cluster of 128 servers with 1024 GPUs.
7.2 Networking Cost Analysis terconnects for the Mixtral 8x22B model. Due to its efficient band-
We present the cost analysis of MIxNET in Figure 11, using a com- width allocation, we observe that MIXNET achieves performance
mon production setup where each server contains 8 GPUs, fol- very close to the ideal Fat-tree and Rail-optimized topologies. In
lowing the same methodology as [107]. The networking cost is particular, with a TP degree of 8, MIXNET provides direct optical
analyzed with link bandwidths from 100 Gbps to 800 Gbps across circuits for almost all high-traffic server pairs during all-to-all com-
different cluster sizes. It is important to note that we only account munication (24 optical circuits for 8 EP participants). Compared to
for the number of actually used switch ports in calculating the cost, TopoOpt, MixNET reduc.es the training iteration time by 1_~5>< onav-
as the cluster may not fit perfectly within a fat-tree/rail-optimized erage, as TopoOpt’s static topology cannot adapt to real-time traffic
topology with a reasonable K. More details on the cost of each variations. In addition, we observe that MIxXNET outperforms the
networking component can be found in Appendix D.2. over-subscribed fat-tree by up to 1.6X. Figure 12b shows a similar
First, compared to the non-blocking Fat-tree and Rail-optimized trend for the Mixtral 8xX7B model, with MIXNET reducing the itera-
topologies, MIXNET reduces networking costs by an average of tion time by 1.4X on average compared to TopoOpt. Both Mixtral
2.0x, as it organizes its high-bandwidth domain using OCS inter- models show diminishing returns from increased link bandwidth,
connects, which is significantly cheaper than EPS fabrics at high as they are computation-bound at a micro-batch size of 8 (Figure 3).
link bandwidth. Specifically, as shown in Figure 11c, MIXNET’s OCS At higher bandwidths, the communication overhead shrinks, nar-
fabric incurs 2.3X lower cost on average than fat-tree topology at rowing the performance gap between MIXNET and others. The
400 Gbps. results for larger batch sizes of these Mixtral models are in the
Second, we acknowledge that MixNET incurs slightly higher ex- App.endix D.4. ) ) )
penses than TopoOpt at the cluster size of 128 servers (1024 GPUs). Figure 12c and Figure 12d compare MixNET with other intercon-
This is because: 1) MIXNET requires EPS fabric to maintain global nects on Qwen-.MoE (32 experts with 32'“’%3’ EP) and DeepSeek-R1
network-wide connectivity, and 2) MixNET’s high-bandwidth do- (256 experts with 64-way EP), both of which use larger numbers
mains assume millisecond-level reconfigurable OCS to adapt to run- of experts and hlgher EP degrees than Mixtral models..We obs?rve
time MoE traffic, which is more expensive than TopoOpt’s slowly that MIXNET achieves performance comparable to Rail-optimized
reconfigurable patch panel. However, TopoOpt requires a multi- and Fat-tree topologies, and outperforms TopoOpt by 1.5 on aver-
tier patch panel fabric to form a network of more than 1K GPUs. age in Qwen—MoE afld 1.3 in DeepSeek-R1. Compared to Fat-tree,
Achieving this requires extensive patch panel ports and expensive M.IXNET exhibits slightly larger Performance gaps at low band-
long-reach transceivers to compensate for the insertion loss of opti- w1dtbs as .the number of e>'(pc'.=:rts increases (e.g., 32 m QV\./'CI’I—M‘OE
cal signals across multiple switching layers. As a result, it remains vs. 81in MIXtr a1.8><22B.). This is l?ecall.se more bzimdw.1dth—1ntens1ve
unclear whether TopoOpt is able to interconnect such large clusters GPU pairs require dedicated optical circuits, which slightly exceeds
and maintain its cost-efficiency. MixNET’s default optical fanout under the 8-GPU setup (6 circuits

for 32 EP participants). Nevertheless, owing to the sparsity of EP
traffic, MIXNET narrows the performance gap as link bandwidth
7.3 Performance: Training Speed Ups increases. We also observe that, unlike Qwen-MoE, MixNET shows
This section compares the end-to-end training iteration time of smaller performance gains on DeepSeek-R1 as bandwidth increases.

MIxNET against other interconnects across four MoE models on This is because.:, although‘ DeepSeek-R1 uses a h.1gher EP degree,A its
the cluster with 128 servers and 1024 GPUs. larger model size results in a lower communication-to-computation

Figure 12a compares the training iteration time of various in- ratio, thus reducing the benefit of additional bandwidth.
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Figure 13: [Simulation] Performance-cost comparison of different interconnects on four state-of-the-art MoE models.
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Figure 14: [Simulation] Failure resiliency of MIXNET.

7.4 Cost Efficiency: Pareto Front Analysis

To better capture the trade-offs between networking cost and per-
formance, we present the Pareto Front analysis of different inter-
connects in Figure 13. This approach offers a more balanced view
that avoids favoring low-cost yet low-performance designs (e.g.,
TopoOpt or over-subscribed topologies), which may not be practi-
cally useful despite their low cost. We observe that MIxNET consis-
tently defines the Pareto Front and significantly outperforms Fat-
tree and Rail-optimized across all four evaluated models in terms
of cost efficiency, which is quantified as a performance-per-dollar
metric (inverse of training iteration time normalized by network-
ing cost). At 100 Gbps link bandwidth, MIxNET achieves 1.2X to
1.5% higher cost-efficiency compared to Fat-tree, with Mixtral 8x7B
showing the highest improvement. Moreover, MIXNET outperforms
Rail-optimized by 1.4X to 1.5X. At 200 Gbps link bandwidth, At
200 Gbps, the advantage grows to 1.4X to 1.8X over Fat-tree and
1.7X to 1.9x over Rail-optimized. For 400 Gbps networks, MIXNET
demonstrates even higher cost-efficiency gains: 2.3x for Mixtral
8x7B, 2.2x for Mixtral 8x22B. For DeepSeek-R1, MIXNET improves
the training cost efficiency by 2.1x compared to Fat-tree.

Notably, MIxXNET demonstrates strong cost-efficiency across
varying link bandwidths, maintaining a 2.0xX-2.4x advantage over
Fat-tree and 2.2X-2.6X over Rail-optimized even at forward-looking
800 Gbps networks. These gains stem from two factors: 1) MIXNET
directly connects high-traffic regional GPU pairs with optical cir-
cuits, reducing the need for excessive electrical switches and optical
transceivers in Fat-tree; 2) unlike Fat-tree’s underutilized uniform bi-
section bandwidth, MIXNET optimizes resource allocation to match
MoE’s sparse, non-uniform communication patterns, cutting hard-
ware costs while sustaining high performance.

7.5 Failure Resiliency

Following §5.4, we evaluate the impact of different failure cases on
training performance using the Mixtral 8x22B and DeepSeek-R1
models on a 1024-GPU cluster with 400 Gbps link bandwidth.

NIC failures. Figure 14a shows the training performance of MIxXNET

provide mutual fallback paths, and the intra-host scale-up domain
offers sufficient forwarding bandwidth.

GPU failures. We also evaluate the impact of GPU failures, as
shown in Figure 14b. For example, in the Mixtral 8X22B model,
working around a single failed GPU via a regional backup GPU
with OCS-based indirect forwarding leads to a 5.1% increase in
total training time. This additional overhead arises because the TP
communication in Mixtral 8x22B occurs between servers through
the low-bandwidth scale-out fabric, rather than the original high-
bandwidth intra-host scale-up domain. In the more severe case
of a full server failure (all 8 GPUs), the performance degradation
is higher, as all EP traffic to and from the backup GPUs has to
traverse the two connected EPS NICs, as discussed in §5.4. Similarly,
replacing a fully failed GPU server in the DeepSeek-R1 model results
in a 6.5% performance degradation due to the constrained network
connectivity for EP traffic in this scenario.

In summary, MIxNET exhibits resilience to both network and
GPU failures, consistently delivering acceptable performance across
the evaluated scenarios.

8 Look Ahead: High-Radix Scale-Up Domains

So far, we have discussed MIxNET as a production-ready system
only using commodity OCS (Table 2) and networking equipment
(e.g., NICs, transceivers) that are agnostic of local scale-up high-
bandwidth domains. In this section, we present a look-ahead study
and extend the concept of MIXNET to better support the emerging
trend of high-radix scale-up domains (e.g., Nvidia GB200 NVL72
system interconnects 72 GPUs in a single scale-up high-bandwidth
domain)®. In these systems, EP’s all-to-all communications con-
sume more bandwidth in the scale-up high-bandwidth domain than
that of scale-out fabrics. Therefore, different from conventional
settings, we consider the port of regional OCS to be directly at-
tached to the GPU chip, which is enabled by co-packaged optical
1/O [19, 41]. Based on this, we envision MIxNET evolving towards
a regional OCS architecture capable of directly receiving optical
signals from xPUs (e.g., GPU, TPU, NPU, etc.), as illustrated in
Figure 15. Such an optical switching architecture would enable a
long-reach, high-speed (e.g., 4 Tbps or more) regional fabric that
sits at the boundary of scale-up and scale-out domains, supporting

“MiIxNET works with NVL72 by splitting scale-out NICs between OCS and EPS.
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Figure 15: MixXNET with co-packaged optical ports directly
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Figure 16: [Simulation] Performance comparison with a 2048-
GPU cluster of NVL72 systems.

larger-scale switching fabric compared to state-of-the-art NVL72
copper-based interconnects.

Using packet-level simulations!'?, we compare the training it-
eration time of MIxNET (with optical I/O) with Nvidia GB200
NVL72 [28]. We consider a 2048-GPU cluster training the state-of-
the-art MoE model, DeepSeek-V3 [9] (with an EP degree of 128, a
PP degree of 16, and a micro-batch size of 240)!!. The NVL72 system
is modeled with a per-GPU NVLink bandwidth of 7.2 Tbps [28, 36]
in the scale-up domain, alongside 800 Gbps Ethernet for scale-out
communication. We assign 64 GPUs within each NVL72 domain
to align with parallelism allocation constraints'2. To ensure a fair
comparison, we match MIxNET’s total GPU bandwidth in MIxXNET
to NVL72’s 8 Tbps, allocating 800 Gbps to Ethernet and splitting
the remaining bandwidth equally between NVLink and MixNET
(with optical I/O)’s regional OCS.

Figure 16 presents the normalized training iteration time. We ob-
serve that MIxNET (with optical I/O) lowers iteration time by 1.3x
compared to NVL72, as it offloads intensive cross-node communi-
cation overhead to regional reconfigurable OCS. Yet NVL72 has to
use the scale-out networks for cross-node transfers. Additionally,
MIxNET continues to deliver performance gains even when GPU
total I/O bandwidth scales to 16 Tbps in next-generation systems.

0

9 Discussion

Additional training parallelisms. Other potential parallelisms
for LLM training, such as context parallelism [8], optimizes the
computation of long sequences in the attention module. Notably,
its traffic is static and does not overlap with EP’s all-to-all com-
munications. MIXNET is ready to accommodate this traffic with its

19Same setup as discussed in Section 7.1

11Same parameters as in [9], with a larger EP size to explore larger training batch sizes
and better expert capacities.

121 most production practices, only 64 out of 72 GPUs in NVL72 are used because
training parallelisms are on the orders of 2 (e.g., 4, 8, 16, 32, etc.).
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intra-host scale-up fabric or reconfigurable OCS fabric.

Support for model scaling. Currently, MoE models have two
scaling trends. On the one hand, recent models like Mixtral (8X7B
and 8%22B) and Grok-2 contain a small number of huge experts.
This fits into the design of MIXNET that contains multiple scale-up
networks within each reconfigurable high-bandwidth domain to
support huge expert layers. On the other hand, some models [9, 40,
55] choose to involve a large number of small experts. Therefore, the
radius of the EP all-to-all communications does not grow linearly
with the number of experts, as multiple small experts will be packed
into one GPU for training efficiency. For example, the state-of-the-
art MoE model DeepSeek-V3 [9], which uses an EP degree of 64 and
a PP degree of 16, can be accommodated within multiple 64-port
OCSes in an MIxNET fabric.

NIC’s optical fanout options. So far, we consider MixNET’s NIC
to be equipped with a dedicated port for each TX/RX channel con-
necting to the regional reconfigurable OCS. In practice, the MIXNET
architecture is also compatible with other optical fanout options.
For example, bi-directional transceivers using optical circulators
merge TX and RX ports into one fiber port [81, 90], and optical
breakout cables separate multiple fiber channels within a single
MPO/MTP port into individual LC connections [5].

Supporting models beyond MoE. While MIxNET is primarily
optimized for large-scale MoE training, it is also applicable to other
non-MoE LLMs, such as GPT-3 [10] and LLaMA [20]. The core ben-
efit of MIXNET is the ability to reconfigure the network topology for
non-uniform traffic patterns at a regional radius between the local
scale-up networks and global scale-out networks. By blurring the
boundaries of scale-up and scale-out networks using reconfigurable
OCS, M1xNET supports cases where non-MoE LLMs’ non-uniform
traffic patterns require optimized network topologies. For example,
a ring-based topology serves DP all-reduce traffic in a more cost-
efficient way than other topologies. Meanwhile, emerging LLM ar-
chitectures in the ML community propose to build unconventional
MokE-like models on top of dense LLMs that exhibit non-uniform
traffic patterns at regional scales [78, 102], highlighting the need of
MIxNET’s reconfigurable topologies with for distributed training.

Support for Multi-Tenant Training Different from conventional
small-scale training jobs, running multiple concurrent MoE training
jobs on the same set of GPUs is not preferred in industry practice.
For example, Alibaba HPN [91] highlights that a single training job
already occupies 3K GPUs. Meta shares the experience of training
Llama-3 405B model with 15K GPUs [56]. DeepSeek-V3 was trained
with 2K GPUs [9]. Moreover, XAl discloses that they train the Grok
model with 100K GPUs [15]. Nevertheless, if needed, MIXNET sup-
ports cluster-wide multi-tenancy because its regional OCS high-
bandwidth domains can be reconfigured as isolated sub-networks
for each small-scale tenant job.

Comparability with other OCS technologies. MIxXNET’s re-
gional reconfiguration design is orthogonal to the selection of OCS
technologies. We note the emergence of new OCS technologies,
such as iPronics [17], which offer microsecond-scale reconfigura-
tion latencies and low per-port costs comparable to MEMS-based
OCS. These advancements present a promising opportunity for
MIXNET to reconfigure the topology for every all-to-all communica-
tion phase in MoE training, further improving training performance
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while maintaining cost efficiency. Furthermore, in the main text,
we mainly discuss OCS technologies that can actively switch opti-
cal signals at the network core. Other emerging OCS techniques,
such as tunable laser at endpoints (e.g., transceivers) with arrayed
waveguide grating router (AWGR)-based optical switch that pushes
reconfigurability into the network endpoints while leaving the net-
work core to be passive [48, 112, 115], are also compatible with
MIxNET. For example, assigning dedicated wavelengths to critical
expert pairs eliminates bandwidth contention for all-to-all EP com-
munication while organizing ring-based topologies for all-reduced
communication of TP. However, these AWGR and endpoint-based
OCS are primarily in the research stage and not commercially ready
for mass production yet, leaving a longer way to be integrated into
today’s computer systems.

10 Related work

Network architecture for distributed training. There has been
a series of proposals on network architecture for large-scale dis-
tributed training in both industry and academia. Notably, ByteDance
MegaScale [70] uses a Clos-based topology interconnecting more
than 10,000 GPUs. Meta [61] shared its insights on the tuning of
routing strategies, optimizing collective operations, and strength-
ening network resilience to design large-scale RoCE networks for
Al training. Alibaba HPN [91] introduced a dual-plane network
to enhance resilience to failure. Nvidia developed a rail-optimized
network [11] to fully leverage the heterogeneous networking capa-
bilities of different fabrics, which has been widely adopted in its
computing clusters. Besides these industry proposals, academic re-
searchers further proposed a rail-only design that removes the core
switching layer for inter-rail GPUs, albeit at the cost of degrading
cross-rail traffic performance [106].

Reconfigurable networks for distributed training. SiP-ML [72]
explores silicon photonics for high-bandwidth optical intercon-
nects for optimizing static communications from traditional DP
and model-parallel communications. TopoOpt [107] proposed opti-
mizing the network topology for distributed training jobs using one-
shot optically reconfigurable networks. To the best of our knowl-
edge, MIxNET is the first to propose an optically reconfigurable
network using commodity hardware for MoE training.

Reconfigurable data center networks. There has been a decades-
long research agenda focused on designing reconfigurable networks
for data centers [45-48, 50, 51, 57, 58, 62, 67, 79, 80, 84, 86, 87, 89,
92, 95, 105, 107-110, 113, 114]. These proposals target generic data
center networks, which are not optimized to provide cost-efficient
solutions for large-scale MoE training. In particular, traffic-oblivious
solutions, such as RotorNet [85, 86] and Opera [84], result in subop-
timal performance for MoE training, as they cannot deliver timely
transfers for bandwidth-intensive all-to-all traffic. Meanwhile, the
hardware innovations like Sirius [48] feature faster optical switch-
ing latency, hence allowing MIXNET to achieve much faster topol-
ogy reconfiguration delay. Shoal [100] proposes reconfigurable elec-
tronic circuit switches in rack-scale networks and is not unsuitable
for large-scale MoE training.

OCS deployments in data centers. Google has pioneered the de-
ployments of OCS technology in production data centers. Over the
years, they have transitioned from electronic packet switching (EPS)
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to hybrid optical-electrical solutions [44, 63, 68, 81, 90, 101, 118].
Early systems like Jupiter [101] used Clos topologies with EPS to
achieve scalability and high bandwidth but faced limitations in
power efficiency and adaptability to dynamic workloads. Subse-
quent innovations in Jupiter Evolving [90] introduced OCS to com-
plement EPS in a hybrid architecture that improved cost and power
efficiency. Most recently, Lightwave Fabrics from Google [81] used
reconfigurable MEMS-based OCS to establish topologies for TPU
supercomputers [71]. In particular, it performs one-shot topology
reconfiguration prior to training such that the topology remains
fixed throughout the training process. In contrast, MIxNET proposes
runtime topology reconfiguration during training to accommodate
dynamic MoE traffic patterns. Furthermore, TPU’s optical inter-
connect only reconfigures links between 4x4x4 cubes, while the
intra-cube topology remains static (3D Torus) during OCS recon-
figuration. This fixed intra-cube structure is ill-suited for dynamic
all-to-all communication, which requires multi-hop forwarding in
response to changing and sparse traffic demands [71].

OCS for scale-up interconnects. The regionally reconfigurable
OCS design in MIxNET is applicable to expand the high-bandwidth
circuit-switched connectivity enabled by NVLink and NVSwitch.
For example, forward-looking techniques like Lightmatter passage
optical interconnect [19] benefit from MIXNET by reconfiguring
all GPUs within the same EP group at the chip level. This would
enable high-radix on-chip photonic communication with massive
bandwidth to handle the communication-intensive demands of both
TP and EP in MoE training.

Emerging OCS hardware devices and systems. There are re-
cent proposals on designing novel OCS hardware at server scale
for chip-to-chip interconnects [19, 49, 96, 116]. We would like to
highlight that these emerging devices require a system-level design
to be practical. Similar to other system-level work [73], MIXNET’s
regional OCS and its algorithmic designs are compatible with this
vibrant line of exploration on novel OCS hardware.

11 Conclusion

This paper presented MIXNET, a novel reconfigurable fabric using
commodity hardware for large-scale MoE training. At the core of
MixNET is the design and implementation of the regionally reconfig-
urable high-bandwidth domain based on distributed OCS. Through
proof-of-concept prototype and large-scale packet simulations, we
show that MIXNET delivers distributed training performance com-
parable to state-of-the-art electrical and optical interconnects while
significantly reducing networking cost.
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A Production Measurement Details
A.1 Profiling of MoE Models
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Figure 17: Timeline of MoE models.

Figure 17 presents the profiling results of an MoE layer for
LLaMA-MoE and Qwen-MoE. EP communication constitutes a more
significant portion in these models compared to Mixtral models.
For instance, in LLaMA-MoE, the two all-to-all communication
phases account for 42%-58% of the iteration time. In comparison,
EP communication dominates even more in Qwen-MoE, reaching
up to 68%.

A.2 Non-uniform token distribution in trained
MoE model

We measured the all-to-all token distribution in the forward pass of
pre-trained Mixtral 8x7B [22], as shown in Figure 18. We observe
that the number of tokens dispatched to each expert is non-uniform
and varies across different MoE blocks, which argues for a necessary
mechanism to adapt to the dynamic traffic in EP even when the
model has largely converged.
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B Implementation Details
B.1 Traffic Demand Prediction

MIXNET aims to handle the first all-to-all communication in the
forward pass with a predictive approach. By default, the OCS topol-
ogy for this initial communication is either randomly generated
(e.g., for the first all-to-all in the first layer) or remains unchanged
from the previously used topology (e.g., the first all-to-all in the
second layer). The traffic demand prediction algorithm predicts the
conditional probability of the traffic matrix, denoting the conditional
probability of a token gated to expert j given that it is gated to the
expert i in the last layer. With the conditional probability matrix
and the empirical token distribution in the previous layer, we can
predict the traffic distribution in the current layer.

Matrix Estimation: For each layer, MIxNET estimates the condi-
tional probability matrix with the traffic demand records in recent
iterations. Focusing on the recent expert load distributions, we em-
ploy a weighted average within a fixed window of traffic records in
time series. For each layer, the optimization objective is to minimize
the square error between the predicted load distribution and the
ground truth (for simplicity, we omit the layer index here):

k
min Zwi % ((Y = PX)?), M
i=1

where k is the window size. The transition matrix P is of size N X N,
representing the conditional probability of the current layer’s expert
load distribution, given the expert load distribution of the previous
layer. Xj, Y; are normalized expert load distribution vectors of two
neighboring layers. Each element in P is constrained to be in the
range [0, 1], and the sum of each column is constrained to be 1 to
ensure that P is a valid probability matrix.
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Figure 20: Reconfiguration timeline during runtime.

We employ the Sequential Least Squares Programming (SLAP)
method for optimization, as it is suitable for nonlinear problems
with linear constraints. The algorithm is implemented via the scipy
.optimize library in Python. During the inference, with the load
distribution in layer i given, we can predict the expert load distri-
bution for the next layer in advance for its first all-to-all communi-
cation.

We name this method MixNET-CopPiLoT. Figure 19 compares
the prediction accuracy of MIXNET-CoPILOT against the aforemen-
tioned methods, i.e., the randomly assigned token distribution (uni-
form bandwidth allocation), and the unmodified token distribution
from the previous layers (unchanged topology) on collected traces
from measurements. Top K accuracy measures whether MIxXNET
is able to find the top-k activation-intensive experts. We find that
MiIxNET-Cop1LoT exhibits significantly higher accuracy than other
counterparts, which implies that MIxXNET-CoPILOT can find the
most intensive pairs in all-to-all communication with high proba-
bility. Therefore, MIxXNET-CopILOT offers an opportunity to proac-
tively reconfigure the topology for the FP’s first all-to-all in advance.

B.2 Details of Topology Reconfigurations

Figure 20 details the runtime reconfiguration methodology of MIxNET.

Each MOoE layer involves four all-to-all communication phases. As
discussed in §5.1, MIXNET can deterministically characterize the
traffic patterns for the second all-to-all communication in the for-
ward pass (FP) and both all-to-all communications in the backward
pass (BP).

Consequently, MIXNET conceptually reconfigures the topology
twice per MoE layer—once during FP and once during BP. However,
for the first all-to-all communication in FP, MIXNET cannot fully
characterize the traffic matrix in advance due to the absence of
runtime information at that stage of the iteration. To tackle this
issue, MIXNET performs an inaccurate reconfiguration based on
partial estimates or reuses the topology from the previous layer. It
then recalibrates the topology for the second all-to-all in FP with
minor OCS adjustments, ensuring a more accurate configuration
for subsequent communication phases.

C ProtoType Details

Prototype profiling. We profiled the overall reconfiguration turn-
around time of our OCS, and the results are shown in Figure 21.
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Figure 23: [Testbed] CDF of time elapsed from OCS reconfig-
uration completion to NIC becoming active.

The OCS is controlled by issuing TL1 commands over Ethernet. We
observed that as the number of pairs increases, the reconfiguration
time slightly rises. The average reconfiguration time is approxi-
mately 41.44 ms for 1 pair, 42.44 ms for 4 pairs, and 46.75 ms for 16
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pairs. The 99th percentile reconfiguration times are around 60 ms
for 1 pair, 62 ms for 4 pairs, and 68 ms for 16 pairs. Notably, 99% of
the reconfiguration times are under 70 ms, which is acceptable for
MoE training, given the relatively long expert computation times
typically used in practice (e.g., 122 ms for a batch size of 16).

Figure 22 illustrates the overall timeline from issuing an OCS
reconfiguration control command to the successful completion of
an RDMA send, providing a detailed view of the control process.
The process consists of two main stages: (1) the control server
sends a reconfiguration command to the OCS; (2) the transceiver
and NIC initialize the physical link and set up the network device.
Our observations indicate that the overall turnaround time of one
reconfiguration is predominantly influenced by the physical link
initialization and NIC device initialization.

We further plot the CDF of the time elapsed from the OCS re-
configuration completion to the NIC becoming active. The results
are shown in Figure 23. The average NIC activation time is approx-
imately 5.67 s and the 99 percentile is around 6.33 s. These findings
align with previous observations from [85], highlighting that some
commodity transceivers and NICs are not well optimized for fast
reconfiguration. We have discussed this issue with a transceiver
vendor, who confirmed that the observed multi-second NIC re-
activation latency is not a fundamental limitation, but rather a
consequence of current commercial transceiver modules not being
optimized for fast reconfigurable optical switching in datacenter en-
vironments. Note that the burst-mode transceiver (e.g., [7, 39]) has
already been deployed with passive optical networks (PONs) in ac-
cess networks, which are designed to handle intermittent upstream
transmissions with fast CDR locking and signal recovery. There-
fore, extending datacenter transceivers with burst-mode features
supported in PON transceivers is an engineering problem rather
than an architectural barrier. In particular, these engineering efforts
include: 1) Classical receiver-side CDR circuits require continuous
data streams to maintain CDR state. To prevent loss-of-signal (LOS)
during OCS reconfiguration, the optical transceiver can be config-
ured into a local Tx/Rx loopback mode [99] prior to the switching
event, ensuring that the receiver continues to observe a valid signal
throughout the transition. 2) After the OCS reconfiguration, the
CDR logic can be optimized using fast-locking CDR designs (e.g.,
[53]), which enable rapid recovery and re-synchronization upon
detection of the new signal.

As a result, we currently exclude this NIC activation time to
calculate the actual training time in MIxXNET testbed experiments.
Due to the limited number of GPUs, we cannot train the full MoE
models as shown in Table 1. We only run 7 layers of Mixtral 8x7B,
16 layers of LLaMA-MoE, and 12 layers of Qwen-MoE.

D Large-Scale Simulation Details

D.1 Simulated MoE Models and Parallelization
Strategies

We simulate the training process of four MoE models: Mixtral
8x22B [21], Mixtral 8x7B [23], Qwen-MoE [40] and DeepSeek-
R1 [54]. For Mixtral 8x22B, we use a hybrid parallelism that com-
bines an EP degree of 8, TP degree of 8, PP degree of 8 at a sequence
length of 4096, and micro-batch size of 8. For DeepSeek-R1, we
follow the default training parallelisms in [54] with 64-way EP and
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Link Trans- NIC ($) Elec. 0oCS Patch

Band- ceiver switch  port panel

width (©) port($) (9) port ()
100 Gbps 99 [1]  659[29] 187[107] 520[37] 100 [42]
200 Gbps 239 [2] 1079[30] 374[107] 520[37] 100 [42]
400 Gbps 659 [3] 1499[31] 1090[24] 520[37] 100 [42]
800 Gbps 1399 [13] 22481[31] 1400[32] 520([37] 100 [42]

1 Conservatively estimated as 1.5 times the price of 400G NIC, as 800G products are not
yet commercially available.

Table 4: Cost of network components.
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Figure 24: [Simulation] Cost comparison of different EPS
links at 400 Gbps bandwidth.

16-way PP. For other models, we reuse the same configurations in
Table 1.

D.2 Cost Analysis Details

Table 4 lists the costs of network components used in §7.2. We
reuse the prices for electronic switches at 100G, 200G as well as
for NICs, OCS ports, and patch panel ports from TopoOpt [107],
and we add the prices of transceivers, NICs, and electronic switch
ports for 400 Gbps and 800 Gbps link accordingly. We also follow
the same methodology as in TopoOpt when calculating the fiber
costs.

D.3 Different EPS Link Options

The OCS portion of MIXNET requires optical transceivers with
pluggable fibers to allow optical switching. For the EPS part of
MIxNET, especially short-reach rack-scale links between the servers
and ToR switches, Direct Attach Copper (DAC) cables or Active
Optical Cables (AOC) are more cost-effective alternatives to optical
transceivers plus fibers (typically used for long-reach links). We
analyze the cost implications of these link options in Figure 24.
The results show that replacing the EPS links with DAC or AOC
slightly reduce the costs for both fat-tree interconnect and MIxNET.
Most importantly, the cost effectiveness of MIXNET is orthogonal to
the choices of EPS links, and maintains significant cost advantages
over fat-tree topology. For example, with 400 Gbps DAC cables
option in a 4096-GPU cluster, MIXNET achieves 2.2X lower total
cost compared to fat-tree topology.



SIGCOMM ’25, September 8-11, 2025, Coimbra, Portugal

w & U o

Normalized Iteration Time
~

—

Xudong Liao et al.

o o o
—e— Fat-tree € —e— Fat-tree € —e— Fat-tree glo —e— Fat-tree
—=— Rail-optimized Fs —s— Rail-optimized ;5 —=— Rail-optimized | —s— Rail-optimized
TopoOpt o TopoOpt S5 TopoOpt .5 8 TopoOpt
—+— MixNet §6 —+— MixNet ‘é —+— MixNet s —o— MixNet
2 g4 g6
© ° b=t
4 el
g g e
© = 5
2
E2 E E 2
S S S
4 =1 =z
100 200 800 100 200 800 100 200 800 100 200 800

400
Bandwidth (Gbps)

(a) Mixtral 8x22B (batch size 32)

400
Bandwidth (Gbps)

(b) Mixtral 8x22B (batch size 64)

400
Bandwidth (Gbps)

(c) Mixtral 8x7B (batch size 32)

400
Bandwidth (Gbps)

(d) Mixtral 8x7B (batch size 64)

Figure 25: [Simulation] Training speed ups of Mixtral models with large batch sizes.
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Figure 26: [Simulation] Scalability analysis of MIxNET with
different cluster sizes.

D.4 Training Speed Ups of Mixtral Models with
Larger Batch Sizes

We further evaluate MIxNET’s performance with larger batch sizes
using two Mixtral MoE models (Mixtral 8x7B and Mixtral 8x22B).
For each model, we test batch sizes of 32 and 64 across varying net-
work bandwidths (100-800 Gbps). As shown in Figure 25, MIXNET
consistently outperforms TopoOpt under all configurations. Specif-
ically, MIXNET achieves an average speedup of 1.8x for Mixtral-
8x7B with a batch size of 32 and 2.0x with a batch size of 64, as
training becomes more communication-intensive compared to the
settings in Figure 12. Furthermore, we observe that as link band-
width increases, MIXNET’s performance gradually approaches that
of Fat-tree and Rail-optimized architectures.

D.5 Scalability

We demonstrate the scalability of MIXNET in Figure 26a. The Mix-
tral 8x7B model is evaluated at 400 Gbps bandwidth, with the
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Figure 27: [Simulation] Impact of optical degree « in MIXNET.

cluster size varying from 128 servers to 4,096 servers, covering
up to 32768 GPUs. MIxNET demonstrates scalability by funda-
mentally relaxing the port limits of OCS through the design of
several decentralized regionally reconfigurable domains, allow-
ing it to scale similarly to a fat-tree topology. Our results show
that MIxXNET scales effectively with increasing number of GPUs,
achieving training throughput comparable to both non-blocking
Fat-tree and Rail-optimized topologies in terms of tokens processed
per second. We further present the performance-cost comparison
in Figure 26b, which shows that MIxNET consistently achieves
a superior performance-cost trade-off—approximately 2x higher
performance-per-dollar—compared to Fat-tree and Rail-optimized
topologies as the number of GPUs increases. This suggests that
MIxNET maintains the training cost-effectiveness even as the clus-
ter size grows.

D.6 Impact of Optical Degree

We show the impact of the optical degree on MixNET’s performance
in Figure 27. We evaluate the Mixtral 8x22B model on a cluster of
128 servers with 100 Gbps link bandwidth. The optical degree « in
MIxXNET is varied to adjust its connectivity in the OCS. We reduce
the bandwidth of each electronic port when increasing their number,
to ensure a cost-equivalent comparison. Our findings show that, as
the optical degree increases, MIXNET further reduces iteration time,
as more communication-intensive GPU pairs can be provisioned
with dedicated high-bandwidth optical circuits.

D.7 Impact of Reconfiguration Latency

To investigate MIXNET’s sensitivity to OCS reconfiguration latency,
we evaluate the Mixtral 8xX22B model on a cluster of 128 servers
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Figure 28: [Simulation] Impact of reconfiguration latency.

with 400 Gbps link bandwidth, varying the reconfiguration latency
from 1 ps to 10 s. Figure 28 shows the normalized iteration time.
MixNET assumes the use of a millisecond-scale reconfigurable OCS
(25 ms) in its current implementation. We observe that further reduc-
ing reconfiguration latency does not yield significant performance
gains, as the OCS reconfiguration process can already be fully hid-
den during the computation phase. However, provisioned with
microsecond-scale reconfigurable OCS, MIXNET can enable fully
accurate topology reconfigurations for the first all-to-all communi-
cation in the forward pass (FP), resulting in marginal performance
improvements in this specific phase. On the other hand, when the
reconfiguration latency exceeds 1000 ms, performance degrades
obviously, as the OCS reconfiguration may not be hidden and starts
to block the training process. As a result, MIXNET does not perform
well with second-scale reconfigurable OCS systems.
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