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Motivation 

• Social media websites such as Flickr, Facebook 
host overwhelming amounts of photos. 

• In such a media sharing community, images 
are contributed, tagged, and commented by 
users all over the world.  

• Extra information can be incorporated within 
social media, such as geographical information 
captured by GPS devices. 



Motivation (Cont.) 
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Motivation (Cont.) 

• Explore the common wisdom in photo sharing 
community 

• Discover trajectory patterns interesting to two 
kinds of users 

– Some users are interested in the most important 
trajectory patterns. 

– Some users are interested in exploring a new 
place in diverse way. 



Problem Formulation 

• Given a collection of geo-tagged photos along 
with users, locations and timestamps, how to 
rank the mined trajectory patterns with 
diversification into consideration. 



Framework 

• (1) Extracting trajectory patterns from the 
geo-tagged photo collection. 

• (2) Ranking the trajectory patterns by 
estimating their importance according to user, 
location and trajectory relations. 

• (3) Diversifying the ranking result to identify 
the representative trajectory patterns from all 
the candidates. 



Trajectory Pattern Mining 

• Since the GPS coordinates of photos are at a 
very fine granularity, we need to detect 
locations before extracting trajectory patterns.  

• With the detected locations, we can generate 
the trajectories for each user according to his 
visiting order of locations during the same 
day.  

• Mine frequent trajectory patterns using 
sequential pattern mining algorithm. 



Location Detection 

• Mean-shift algorithm (27974 photos in London) 



Location Detection (Cont.) 

• Top locations in London and their descriptions. The number in 
the parentheses is the number of users visiting the place. 



Sequential Pattern Mining 

• PrefixSpan[1] 
• Example (minimum support = 2) 

 
 
 

 
– We can get 3 frequent sequential patterns: 

• londoneye -> bigben 
• londoneye -> bigben -> trafalgarsquare 
• londoneye -> tatemodern 



Sequential Pattern Mining (Cont.) 

• Top frequent trajectories in London 



Sequential Pattern Mining (Cont.) 

• There are too many trajectory patterns and it 
is difficult for the users to browse all the 
candidates. 

• Ranking by frequency? 

• The top ten trajectory patterns ranked by 
frequency are of length 2 and not informative. 



Trajectory Pattern Ranking 

• Relationship among user, location and 
trajectory 



Trajectory Pattern Ranking (Cont.) 

• A trajectory pattern is important if many 
important users take it and it contains 
important locations. 

• A user is important if the user takes photos at 
important locations and visits the important 
trajectory patterns. 

• An location is important if it occurs in one or 
more important trajectory patterns and many 
important users take photos at the location. 



Trajectory Pattern Ranking (Cont.) 

 
PT is the eigen vector for MTM for the largest 
eigen value, where M = MTU MULMLT . 
Algorithm 1 is a normalized power iteration 
method to detect the eigen vector of MTM for 
the largest eigen value if the intial PT is not 
orthogonal to it. 



Trajectory Pattern Ranking 

• Top ranked trajectory patterns in London. 



Trajectory Pattern Ranking (Cont.) 

• Top ranked locations in London with normalized PL 
scores and frequency. 



Trajectory Pattern Diversification 

• The result in top ranked trajectories illustrates the 
popular routes together with important sites such 
as londoneye, bigben, and tatemodern.  

• However, it is highly biased in only a few regions.  

– Trajectory 1 (londoneye -> bigben -> downingstreet -> 
horseguards -> trafalgarsquare)  

– Trajectory 5 (westminster -> bigben -> downingstreet -
> horseguards ->trafalgarsquare) 



Trajectory Pattern Diversification 
(Cont.) 

• Similar trajectory patterns need to be 
aggregated together.  

• Good exemplars of trajectory patterns need to 
be selected.  

• Those trajectories patterns ranked highly in 
our ranking algorithm should get higher 
priority to be exemplars. 



Trajectory Pattern Diversification 
(Cont.) 

• We define the similarity between two trajectories 
based on longest common subsequence (LCSS). 

• The similarity measure LCSS(i, j) can be viewed as 
how well trajectory i represents trajectory j.  

• Suppose trajectory i is represented by an 
exemplar trajectory r(i), we can see that 
trajectory i becomes an exemplar if r(i) = i.  

• The optimal set of exemplars corresponds to the 
ones for which the sum of similarities of each 
point to its exemplar is maximized. 



Trajectory Pattern Diversification 
(Cont.) 

• There are several ways of searching for the optimal 
exemplars such as vertex substitution heuristic p-
median search and affinity propagation. 

• Frey and Dueck's affinity propagation[2]: it considers all 
data points as potential exemplars and iteratively 
exchanges messages between data points until it finds 
a good solution with a set of exemplars. 

• To incorporate the information of ranking results, we 
can give higher ranked trajectories larger self-similarity 
scores in message passing. 

 



Trajectory Pattern Diversification 
(Cont.) 

• Exemplars examples: 



Trajectory Pattern Diversification 
(Cont.) 

• Trajectory pattern diversification results in London. 



Trajectory Pattern Diversification 
(Cont.) 

 



Evaluation 

• Data Sets 

– We crawled images with GPS records using Flickr 
API (http://www.flickr.com/services/api/) 

http://www.flickr.com/services/api/


Evaluation (Cont.) 

• Compared methods 
– FreqRank: Rank trajectory patterns by sequential 

pattern frequency 

– ClassicRank: The method used in [3] to mine 
classic travel sequences. The classical score of a 
sequence is the integration of the sum of hub 
scores of the users, the authority scores of the 
locations. 

– TrajRank: Trajectory pattern ranking 

– TrajDiv: Trajectory pattern diversification 



Evaluation (Cont.) 

• Measures 
– NDCG (normalized discounted cumulative gain) 

• highly interesting (2), interesting (1), not interesting (0) 

– Location Coverage 
• The number of covered locations in the top results. 

– Trajectory Coverage 
• The summation of the edit distance of each trajectory 

pattern in the dataset to the closest one in the top result.  

• The score is normalized by the summation of the edit 
distance of each trajectory pattern to the closest one in the 
dataset. 



Evaluation (Cont.) 

• NDCG 



Evaluation (Cont.) 

• Location Coverage 

 

 

 

• Trajectory Coverage 



Evaluation (Cont.) 

• London 

– londoneye -> bigben -> downingstreet -> 
horseguards -> trafalgarsquare 



Evaluation (Cont.) 

• Location recommendation based on current 
trajectory in London 



Conclusion 

• We studied the problem of trajectory pattern ranking 
and diversification based on geo-tagged social media. 

• We extracted trajectory patterns from geo-tagged 
photos using sequential pattern mining and proposed a 
ranking strategy that considers the relationships among 
user, location and trajectory.  

• To diversify the ranking results, we used an exemplar-
based algorithm to discover the representative 
trajectory patterns.  

• We tested our methods on the photos of 12 different 
cities from Flickr and demonstrated their effectiveness. 
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