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Abstract

In semi-supervised learning, a number of labeled exam-
ples are usually required for training an initial weakly
useful predictor which is in turn used for exploiting
the unlabeled examples. However, in many real-world
applications there may exist very few labeled train-
ing examples, which makes the weakly useful pre-
dictor difficult to generate, and therefore these semi-
supervised learning methods cannot be applied. This
paper proposes a method working under a two-view set-
ting. By taking advantages of the correlations between
the views using canonical component analysis, the pro-
posed method can perform semi-supervised learning
with only one labeled training example. Experiments
and an application to content-based image retrieval val-
idate the effectiveness of the proposed method.

Introduction
In real-world applications of machine learning, it is often
the case that abundant unlabeled training examples are avail-
able, but the labeled ones are fairly expensive to obtain since
labeling examples requires much human effort. As a conse-
quence, semi-supervised learning, which attempts to exploit
the unlabeled examples in addition to labeled ones, has at-
tracted much attention.

One of the many approaches to semi-supervised learning
is to first train a weakly useful predictor, which is then used
in exploiting the unlabeled examples. Here a weakly useful
predictor h of a function f on a distribution D is a function
satisfying PrD[h(x) = 1] ≥ ε and PrD[f(x) = 1|h(x) =
1] ≥ PrD[f(x) = 1] + ε for some ε > 1/poly(n) where n
is related to the description length of the examples (Blum &
Mitchell 1998). In order to generate the initial weakly useful
predictor, a number of labeled examples are needed.

However, in many real-world applications, the available
labeled training examples may be very few. For example, in
content-based image retrieval (CBIR), a user usually poses
an example image as a query and asks a system to return
similar images. In this case there are many unlabeled ex-
amples, i.e. images that exist in a database, but there is only
one labeled example, i.e. the query image. Another example
is online web-page recommendation. When a user is surfing
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the internet, he may occasionally encounter an interesting
web page and may want the system bring him to similarly
interesting web pages. It will be difficult to ask the user to
identify more interesting pages as training examples because
the user may not know where they are. In this example, al-
though there are a lot of unlabeled examples, i.e. web pages
on the internet, there is only one labeled example, i.e. the
current interesting web page. In these cases, there is only
one labeled training example to rely on. If the initial weakly
useful predictor cannot be generated based on this single ex-
ample, then the above-mentioned semi-supervised learning
techniques cannot be applied.

Fortunately, the problem may be solvable; we show in this
paper that, given two sufficient views, i.e. given that the data
are described by two sets of attributes where each set is suf-
ficient for learning, semi-supervised learning with only one
labeled example is still feasible. This is because the correla-
tion between these two views can provide some helpful in-
formation, which can be exploited by canonical component
analysis. Experiments and an application to CBIR show that
the proposed method, i.e. OLTV (learning with One Labeled
example and Two Views), can work well in such situations.

We start the rest of this paper with a brief review on re-
lated works. Then, we propose OLTV and reports on our
experiments, which is followed by the conclusion.

Related Works
Most of the current semi-supervised learning methods can
be categorized into three main paradigms. In the first
paradigm, a generative model such as a Naı̈ve Bayes clas-
sifier or a mixture of Gaussians is used for the classifier,
and the EM algorithm is employed to model the label es-
timation or parameter estimation process. Representative
methods include (Miller & Uyar 1997; Nigam et al. 2000;
Fujino, Ueda, & Saito 2005). In the second paradigm, the
unlabeled data are used to regularize the learning process
in various ways. For example, a graph can be defined on
the data set where the nodes correspond to the examples
while the edges encode the similarity between the exam-
ples, and then the label smoothness can be enforced over
the graph as a regularization term. Representative meth-
ods include (Blum & Chawla 2001; Belkin & Niyogi 2004;
Zhou, Schölkopf, & Hofmann 2005). Given the recent com-
prehensive reviews on semi-supervised learning (Chapelle,



Schölkopf, & Zien 2006; Zhu 2006), in the following we fo-
cus our review on the third paradigm, i.e. co-training (Blum
& Mitchell 1998).

Co-training works under a two-view setting, which trains
two classifiers separately on two sufficient and redundant
views. That is, two attribute sets are given, where each set
is sufficient for learning and is conditionally independent
of the other given the class label (Blum & Mitchell 1998).
The predictions of each classifier on unlabeled examples are
used to help augment the training set of the other classifier.
Dasgupta et al. (2002) showed that the co-trained classi-
fiers could make fewer generalization errors by maximizing
their agreement over the unlabeled data. Later, Balcan et al.
(2005) showed that given appropriately strong PAC-learners
on each view, an assumption of expansion on the underly-
ing data distribution is sufficient for co-training to succeed,
which implies that the stronger assumption of independence
between the two views is not necessary, and the existence of
sufficient views is sufficient. Many variants of co-training
have been developed, such as (Goldman & Zhou 2000;
Zhou & Li 2005). In addition, co-training style algorithms
have already been successfully applied to many applications
(Sarkar 2001; Zhou, Chen, & Dai 2006).

As other semi-supervised learning methods, co-training
style methods require a number of labeled training exam-
ples to be available. In particular, such methods cannot
work well when there is only one labeled training exam-
ple. There are many one-class methods that can be applied
when there are only positive examples, but they require a
set of labeled positive examples (Wang et al. 2005). In
computer vision and pattern recognition areas, some meth-
ods have been developed to recognize an object class with
one labeled example, but they still require a set of labeled
examples of the other classes to be available (Fink 2005;
Fleuret & Blanchard 2006). To the best of our knowledge,
there is no semi-supervised learning method that can work
with only one labeled training example.

The Proposed Method
Let X and Y denote two views, i.e. two attribute sets de-
scribing the data. Let (〈x,y〉 , c) denote a labeled example
where x ∈ X and y ∈ Y are the two portions of the ex-
ample, and c is the label. For simplifying our discussion,
assume that c ∈ {0, 1} where 0 and 1 denote negative and
positive classes, respectively. Assume that there exist two
functions fX and fY over X and Y , respectively, such that
fX (x) = fY(y) = c. Intuitively, this means that every
example is associated with two views each contains suffi-
cient information for determining the label of the example.
Given (〈x0,y0〉 , 1) and a large number of unlabeled exam-
ples U = {(〈xi,yi〉 , ci)} (i = 1, · · · , l − 1; ci is unknown),
the task is to train a classifier to classify new examples.

Considering that the data are described by two sufficient
views, some information concealed in the two views can be
helpful if uncovered. Intuitively, some projections in these
two views should have strong correlation with the ground
truth. Actually, for either view, there should exist at least
one projection which is correlated strongly with the ground
truth, since otherwise this view can hardly be a sufficient

one. Thus, if the correlated projections of these two views
can be identified, they can help induce the labels of some
unlabeled examples.

Canonical correlation analysis (CCA) (Hotelling 1936)
is a statistical tool that can be used to identify the cor-
related projections between two views. CCA attempts to
find two sets of basis vectors, one for each view, such
that the correlation between the projections of these two
views into the basis vectors are maximized. Formally, let
X = (x0,x1, · · · ,xl−1) and Y = (y0,y1, · · · ,yl−1). CCA
finds projection vectors wx and wy such that the correlation
coefficient between wT

x X and wT
y Y is maximized. That is,

arg max
wx,wy

⎛
⎝ wT

x Cxywy√
wT

x Cxxwx · wT
y Cyywy

⎞
⎠

w.r.t.

{
wT

x Cxxwx = 1

wT
y Cyywy = 1,

where Cxy is the between-sets covariance matrix of X and
Y , Cxx and Cyy are respectively the within-sets covariance
matrices of X and Y . The corresponding Lagrangian is

L(λx, λy,wx,wy) = wT
x Cxywy

−λx

2
(
wT

x Cxxwx − 1
) − λy

2
(
wT

y Cyywy − 1
)
.

By taking derivatives to wx and wy , we get

∂L/∂wx = Cxywy − λxCxxwx = 0 (1)

∂L/∂wy = Cyxwx − λyCyywy = 0. (2)

By subtracting wy× Eq. 2 from wx× Eq. 1, we get

0 = wT
x Cxywy − λxwT

x Cxxwx

−wT
y Cyxwx + λywT

y Cyywy

= λywT
y Cyywy − λxwT

x Cxxwx

= λy − λx.

Let λ = λx = λy and assume that Cyy is invertible, Eq. 3
can be derived from Eq. 2.

wy =
1
λ

C−1
yy Cyxwx (3)

Substituting Eq. 3 into Eq. 1 gives the generalized eigen-
value problem in Eq. 4, from which wx can be solved. Then,
the corresponding wy can be obtained from Eq. 3.

CxyC−1
yy Cyxwx = λ2Cxxwx (4)

The classical CCA can only find linear correlations.
In order to identify nonlinearly correlated projections be-
tween the two views, kernel extensions of CCA can
be used (Hardoon, Szedmak, & Shawe-Taylor 2004).
KCCA maps xi and yi to φx(xi) and φy(yi) respec-
tively (i = 0, 1, · · · , l − 1), and then treats φx(xi) and
φy(yi) as instances in running the CCA routine. For-
mally, let Sx = (φx(x0), φx(x1), · · · , φx(xl−1)) and Sy =
(φy(y0), φy(y1), · · · , φy(yl−1)). The projection vectors
wφ

x and wφ
y in the higher-dimensional kernel space can be



re-written as wφ
x = ST

x α and wφ
y = ST

y β (α, β ∈ Rl).
Thus, the objective function becomes

arg max
α,β

αTSxST
x SyST

y β√
αTSxST

x SxST
x α · βTSyST

y SyST
y β

.

Assume that Kx(a, b) = φx(a)φT
x (b) and Ky(a, b) =

φy(a) φT
y (b) are respectively the kernel functions on the two

views, and Kx = SxST
x and Ky = SyST

y are the two corre-
sponding kernel matrices. α can be solved from

(Kx + κI)−1
Ky (Ky + κI)−1

Kxα = λ2α, (5)

where I is the identity matrix and κ is used for regulariza-
tion. Then, β can be solved from Eq. 6.

β =
1
λ

(Ky + κI)−1Kxα (6)

Thus, for any 〈x∗,y∗〉, its projection 〈P (x∗), P (y∗)〉
can be obtained according to P (x∗) = φx(x∗)wφ

x =
φx(x∗)ST

x α = Kx(x∗,X)α and P (y∗) = φy(y∗)wφ
y

φy(y∗)ST
y β = Ky(y∗, Y )β.

A number of α (and corresponding λ) can be solved from
Eq. 5, while for each α a unique β can be solved from Eq. 6.
This means that besides the most strongly correlated pair of
projections, we can also identify the correlations between
other pairs of projections and the strength of the correla-
tions can be measured by the values of λ. If the two views
are conditionally independent given the class label, the most
strongly correlated pair of projections should be in accor-
dance with the ground-truth. However, in real-world appli-
cations the conditional independence rarely holds, and there-
fore, information conveyed by the other pairs of correlated
projections should not be omitted.

Let m denote the number of pairs of correlated projec-
tions that have been identified, an instance 〈x∗,y∗〉 can be
projected into 〈Pj (x∗) , Pj (y∗)〉 (j = 1, 2, · · · ,m). Then,
in the jth projection, the similarity between an original unla-
beled instance 〈xi,yi〉 (i = 1, 2, · · · , l − 1) and the original
labeled instance 〈x0,y0〉 can be measured, for example, by
Eq. 7 (the next section will show that other kinds of similar-
ity measures can also be used),

simi,j = exp
(−d2 (Pj (xi) , Pj (x0))

)

+ exp
(−d2 (Pj (yi) , Pj (y0))

)
, (7)

where d(a, b) is the Euclidean distance between a and b.
Considering that 〈x0,y0〉 is a positive instance, the coeffi-
cient shown in Eq. 8 delivers the confidence of 〈xi,yi〉 be-
ing a positive instance.

ρi =
∑m

j=1
λjsimi,j (8)

Thus, several unlabeled examples with the highest and low-
est ρ values can be selected, respectively, as the extra posi-
tive and negative examples. The number of labeled training
examples is thus increased. Note that here positive confi-
dence is measured by the similarity to the original labeled
positive example. While the most similar examples are

Table 1: The OLTV algorithm

Parameter:
K: the kernel function
γc: the parameter controlling the number of extra labeled

examples to be induced for the class c

Process:
1 LP ← {seed}, LN ← ∅.
2 Identify all pairs of correlated projections, obtaining αi, βi,

and λi by solving Eqs. 5 and 6 on U ∪ LP .
3 For j = 0, 1, · · · , l − 1 do

Project 〈xj , yj〉 into the m pairs of correlated projections.
4 For j = 1, 2, · · · , l−1 do Compute ρj according to Eq. 8.
5 P ← arg maxγ+

〈xj ,yj〉
(ρj),N ← arg minγ−

〈xj ,yj〉
(ρj).

% Rank the unlabeled instances according to their ρ values;
% use the top-γ+ instances as extra positive instances, and
% the bottom-γ− instances as extra negative instances.

6 For all 〈xj , yj〉 ∈ P do LP ← LP ∪ {(〈xj , yj〉 , 1)}.
7 For all 〈xj , yj〉 ∈ N do LN ← LN ∪ {(〈xj , yj〉 , 0)}.
8 L ← LP ∪ LN , U ← U − (P ∪N ).

Output: L, U .

likely to be positive, the most dissimilar examples may or
may not be negative if the positive class contains several sub-
concepts. Therefore, the extra positive examples induced by
OLTV are more reliable than the extra negative examples.

The OLTV algorithm is summarized in Table 1, where
seed denotes the original labeled example (〈x0,y0〉 , 1). Af-
ter running OLTV, existing semi-supervised learning meth-
ods can be executed, since there are now addtional labeled
training examples. Considering that OLTV works under a
two-view setting, we employ co-training (Blum & Mitchell
1998) to accomplish the learning task since co-training also
works under the two-view setting, but note that other kinds
of semi-supervised learning methods can also be used.

Experiments
To evaluate our proposed algorithm, we perform experi-
ments on four real-world data sets. The course data set
(Blum & Mitchell 1998) has two views and contains 1,051
examples, each corresponding to a web page. The task is
to predict whether a web page is a course page or not. For
this task, there are 230 positive examples (roughly 22%).
The ads12, ads13 and ads23 data sets are derived from the
ads data set (Kushmerick 1999). Each example in these data
sets corresponds to an image on the web, and the task is to
predict whether an image is used for advertisement or not.
983 examples are used, among which 138 examples are pos-
itive (roughly 14%). The ads data set has more than two
views. The ads12 data set uses the url view and origurl
view, ads13 uses url view and destination-url view, while
ads23 uses origurl view and destination-url view.

On each data set, we perform a 10-fold cross validation
(CV). In each fold, among the training examples, one posi-
tive example is randomly picked out to be used as the labeled
training example, while the remaining training data are used
as the unlabeled training examples. The entire 10-fold CV
process is repeated ten times with random data partitions.



A single classifier trained on the only labeled training ex-
ample, denoted by L-one, and a single classifier trained on
all the training examples that are associated with ground-
truth labels, denoted by L-all, are tested in our experiments
as baselines. Moreover, co-training which does not use
OLTV is compared. As stated earlier, since there is only one
labeled training example, the standard co-training algorithm
(Blum & Mitchell 1998) could not work. Therefore, two en-
hanced versions, CT-n and CT-g, are tested. CT-n and CT-g
are different in how they deal with the shortage of labeled
training examples. CT-n utilizes a k-nearest neighbor strat-
egy to get additional labeled examples, whereas CT-g works
in a “cheating” manner by assuming that it can be provided
with the ground-truth labels of more examples. Although
CT-g is not feasible in real-world applications, it is helpful
for us to know the performance of OLTV in the experiments.

More specifically, besides the one labeled positive exam-
ple, OLTV automatically induces γ+ = δ × p extra labeled
positive examples and γ− = δ× q extra labeled negative ex-
amples 1. Therefore, the co-training step at the end of OLTV
has 1 + δ × (p + q) labeled examples. Besides the same
labeled positive example, CT-n uses the (δ × p)-nearest ex-
amples of the labeled positive example as additional posi-
tive examples. Likewise, it uses (δ × q)-farthest examples
as additional negative examples. Therefore, CT-n also uses
1 + δ × (p + q) labeled examples to launch the co-training
process. Besides the same labeled positive example, CT-g is
given δ × p positive examples and δ × q negative examples
in random, where the ground-truth labels are provided (by
“cheating”). Therefore, it also uses 1 + δ × (p + q) labeled
examples to launch the co-training process.

The learning rounds of co-training used by OLTV, CT-g
and CT-n are all set to 30 for course and 15 for ads data sets.
Naı̈ve Bayes classifier and J4.8 decision tree are used as al-
ternatives to train the classifiers. The improvements on clas-
sification error obtained by exploiting unlabeled examples
are presented in Table 2, which is computed by subtracting
the final error from the initial error (equivalent to the error
of L-one) and then divided by the initial error. Here δ is set
to 6, and Gaussian kernel (σ = 20) is used by OLTV.

Table 2: Improvement (%) on classification error

Data Naı̈ve Bayes J48 Decision Tree
set OLTV CT-n CT-g OLTV CT-n CT-g

course 12.8 -21.3 16.4 8.5 -7.0 11.4
ads12 61.5 53.1 61.9 4.0 3.9 5.3
ads13 33.5 -11.5 35.4 27.1 10.4 26.7
ads23 31.8 31.2 31.2 38.9 37.1 40.4

Table 2 shows that no matter which kind of classifier is
used, OLTV can always improve the performance by exploit-

1Here δ is used to relate γc (the parameter of OLTV) to p and
q (the parameters of co-training). Give p and q, the influence of
γc on the performance of OLTV can be explored by studying the
influence of δ. For convenience, assume that δ is a positive integer.
According to (Blum & Mitchell 1998), in the experiments the ratio
of p : q is set to the positive/negative ratio of the data set, that is,
1 : 3 is used on course while 1 : 6 is used on the ads data sets.
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Figure 1: Predictive accuracy with Naı̈ve Bayes classifiers
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Figure 2: Predictive accuracy with J48 decision trees

ing unlabeled examples. CT-n often degenerates the perfor-
mance, and even when it helps, the improvement is smaller
than that of OLTV. It is impressive that the improvement
of OLTV is comparable to that of CT-g which uses more
ground-truth information.

The predictive accuracy of OLTV (Gaussian kernel, σ =
20), CT-n, CT-g, L-one and L-all with different δ values are
shown in Figures 1 and 2 2. Note that when δ = 0, all the
compared algorithms except L-all degenerate to L-one. The
figures show that the predictive accuracy of OLTV is always
better than that of L-one and usually better than that of CT-n.
The difference between OLTV and CT-n on ads12 and ads23
are not so apparent as that on ads13, which suggests that the
oriurl view used by ads12 and ads23 but not by ads13 is not

2Actually we have evaluated another baseline, i.e. clustering the
unlabeled data and then using the labeled example to label the clus-
ters. Its performance is poor: the best accuracy is 0.6676, 0.2390,
0.2075 and 0.2232 on course and the ads data sets, respectively,
which are much lower than the worst performance in the figures.



a sufficient view. Therefore, the correlation between the two
views of ads12 and ads23 are not so helpful. It is impressive
that the predictive accuracy of OLTV is comparable or some-
times even better than that of CT-g, which has been provided
with ground-truth labels of δ × (p + q) more examples 3.

We conjecture that the success of OLTV can be attributed
to the fact that it can induce additional labeled examples ac-
curately by taking advantage of the two sufficient views. To
evaluate this conjecture, we compare the reliability of OLTV
(Gaussian kernel, σ = 20) to that of the kNN strategy used
by CT-n. The reliability is defined as follows: assuming the
labels for a unlabeled examples have been induced among
which b of them are correct, the reliability is b/a. Due to the
page limit, only the results on course and ads12 are shown
in Figure 3. It can be found that the reliability of the kNN
strategy is far worse than that of OLTV. On all data sets,
the reliability of OLTV is always higher than 80% and even
often higher than 90%, which verifies our conjecture.
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Figure 3: The reliability of OLTV and kNN

To study the influence of the kernels on OLTV, we com-
pare the performance of OLTV using Gaussian kernels (σ =
20 or 30) and Polynomial kernels (power = 2 or 4). Due
to the page limit, only the results on course and ads12 are
shown in Figure 4. It can be found that OLTV is quite robust
since employing different kernel functions or kernel param-
eters does not significantly change its good performance.
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Figure 4: OLTV using different kernels
3CT-g uses 4 (δ = 1) to 24 (δ = 6) and 7 (δ = 1) to 42 (δ = 6)

more labeled examples on course and ads, respectively.

In OLTV, a similarity measure (such as Eq. 7) is used
to estimate the similarities between the unlabeled examples
and the original labeled example under the correlated projec-
tions. As mentioned before, other kinds of similarity mea-
sures can also be used here. For example, Eq. 9 shows a
measure where a × b denotes the inner product of a and b,
and Pj(a) is the image of a in the j-th projection.

simi,j = Pj (xi) × Pj (x0) + Pj (yi) × Pj (y0) (9)

In order to study the influence of the similarity mea-
sures on OLTV, the performance of OLTV (Gaussian kernel,
σ = 20) using Eqs. 7 and 9 are compared in Figure 5, where
OLTV-sim1 and OLTV-sim2 denote OLTV using Eqs. 7 and
9, respectively. Due to the page limit, only the results on
course and ads12 are shown. It can be found that OLTV is
quite robust since adopting Eqs. 7 or 9 does not significantly
change its good performance.
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Figure 5: OLTV using different similarity measures

Finally, we apply OLTV to CBIR. There are several pre-
vious studies that apply semi-supervised learning to CBIR
(Tian et al. 2004; Zhou, Chen, & Dai 2006). However,
all of them work in the relevance feedback process where
a number of labeled examples are available. In contrast, we
consider the initial query process where only one labeled ex-
ample, i.e. the query itself, is available.

The experimental data are from (Zhang et al. 2005),
where both the visual features and textual annotations are
available. We perform experiments on 20 image classes
each having 100 images (2,000 images totally), and regard
the visual features and textual annotations respectively as
two views. Here OLTV is employed to induce two posi-
tive images in addition to the query image, and as a result,
three positive images can be used in querying the image
database. Since no other semi-supervised learning methods
can work in this situation, we compare OLTV with an ordi-
nary CBIR process which does not exploit unlabeled images.
Both methods use inner product to compute the similarity
between image feature vectors. After repeating the tests on
10 different queries per image class (200 queries in total),
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Figure 6: The average PR-graph

the average PR-graph is obtained, as shown in Figure 6. It
can be found that the retrieval performance of standard re-
trieval process is apparently worse than that of OLTV. For
example, when recall is 15%, the precision of OLTV (27.3%)
is about 47% higher than that of the ordinary retrieval pro-
cess (18.5%). This verifies that the OLTV method can be
used to help improve the initial query performance of CBIR.

Conclusion
This paper shows that given two sufficient views, semi-
supervised learning with a single labeled training example
is feasible. By taking the advantage of the correlation be-
tween two views, the proposed OLTV method can effectively
exploit the unlabeled examples for improving the learning
performance. The success of OLTV implies that, if we can
design two sufficient views for a concerned task, then ask-
ing the user to label only one example for the target class
is sufficient for training a good predictor, which will make
machine learning more readily available.

The OLTV method assumes that if two sufficient views
are conditionally independent given the class label, the most
strongly correlated pair of projections should be in accor-
dance with the ground truth. Theoretical justification for
this assumption is an important future work. Another im-
portant future issue is to explore whether semi-supervised
learning with only one labeled example is feasible where
there does not exist two sufficient views. Extending OLTV
to multi-class cases is also worth studying. Moreover, it is
interesting to combine OLTV with methods that can exploit
unlabeled images during the relevance feedback process of
CBIR, which can potentially boost the image-retrieval per-
formance by exploiting images in the image databases.
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