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Abstract

Dimensionality reduction of a feature set is a common preprocessing step used for
pattern recognition and classification applications and in compression schemes.
Principal component analysis (PCA) is one of the popular methods used, and can be
shown to be optimal using different optimality criteria. However, it has the
disadvantage that measurements from all of the original features are used in the
projection to the lower dimensional space. This paper proposes a novel method for
dimensionality reduction of a feature set by choosing a subset of the original features
that contains most of the essential information, using the same criteria as the PCA.
We call this method Principal Feature Analysis (PFA). The proposed method is
successfully applied for choosing the principal features in face tracking and content-
based image retrieval problems.

1     Introduction

In many real world problems reducing dimensionality of a problem is an essential step
before any analysis of the data can be performed. The general criterion for reducing the
dimension is the desire to preserve most of the relevant information of the original data
according to some optimality criteria. In pattern recognition and general classification
problems, methods such as principal component analysis (PCA), independent component
analysis (ICA) and Fisher linear discriminate analysis have been extensively used. These
methods find a mapping between the original feature space to a lower dimensional feature
space.

In some applications it might be desired to pick a subset of the original features rather
then find a mapping that uses all of the original features. The benefits of finding this
subset of features could be in cost of computations of unnecessary features, cost of
sensors (in physical measurement systems).

Variable selection procedures have been used in different settings. Among them, the
regression area has been investigated extensively. In [1], a multi layer perceptron is used
for variable selection. In [2], stepwise discriminant analysis for variable selection is used



as inputs to a neural network that performs pattern recognition of circuitry faults. Other
regression techniques for variable selection are described in [3]. In contrast to the
regression methods, which lack unified optimality criteria, the optimality properties of
PCA have attracted research on PCA based variable selection methods [4, 5, 6, 7]. As will
be shown, these methods have the disadvantage of either being too computationally
expensive, or choosing a subset of features with redundant information. This work
proposes a computationally efficient method that exploits the structure of the principal
components of a feature set to find a subset of the original feature vector. The chosen
subset of features is shown empirically to maintain some of the optimal properties of
PCA.  

 The rest of the paper is as follows. The existing PCA based feature selection methods are
reviewed in Section 2. The proposed method, which we name principal feature analysis
(PFA), is described in Section 3.  We apply the method to face tracking and content-based
image retrieval problems in Section 4, followed by a summary in Section 5.

2  Background and notation

We consider a linear transformation of a random vector nX ℜ∈ with zero mean and

covariance matrix Σx to a lower dimension random vector nqqY <ℜ∈ ,
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In PCA, Aq is a qn×  matrix whose columns are the q orthonormal eigenvectors

corresponding to the first q largest eigenvalues of the covariance matrix Σx. There are ten
optimal properties for this choice of the linear transformation [4]. One important property
is the maximization of the “spread”  of the points in the lower dimensional space which
means that the points in the transformed space are kept as far apart as possible, retaining
the variation in the original space. Another important property is the minimization of the
mean square error between the predicted data to the original data.

Now, suppose we want to choose a subset of the original variables/features of the random
vector X. This can be viewed as a linear transformation of X using a transformation matrix
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 or any matrix that is permutation of the rows of Aq. Without loss of generality lets
consider the transformation matrix Aq as given above and rewrite the corresponding
covariance matrix of X as
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In [4] it was shown that it is not possible to satisfy all of the optimality properties of PCA
using the same subset. Finding the subset which maximizes |||| 11Σ=ΣY is equivalent to

maximization of the “spread”  of the points in the lower dimensional space, thus retaining
the variation of the original data. Minimizing the mean square prediction error is

equivalent to minimizing the trace of 12
1

1121221|22 ΣΣΣ−Σ=Σ − .



Thus, to find an optimal subset of q features, one of the two quantities above is computed
for all possible combinations of q features. This method is very appealing since it satisfies
well-defined properties. Its drawback is in the complexity of finding the subset. It is not
computationally feasible to find this subset for a large feature vector.

Another method, proposed in [5], uses the principal components as the basis for the
feature selection. A high absolute value of the i’ th coefficient of one of the principal
components implies that the xi element of X is very dominant in that axes/PC. By
choosing the variables corresponding to the highest coefficients of each of the first q
PC’s, the same projection as that computed by PCA is approximated. This method is a
very intuitive and computationally feasible method. However, because it considers each
PC independently, variables with similar information content might be chosen.

The method proposed in [6] and [7] chooses a subset of size q by computing its PC
projection to a smaller dimensional space, and minimizing a measure using the Procrustes
analysis. This method helps reduce the redundancy of information, but is computationally
expensive because many combinations of subsets are explored.

In our method, we exploit the information that can be inferred by the PC coefficients to
obtain the optimal subset of features, but unlike the method in [5], we use all of the PC’s
together to gain a better insight on the structure of our original features so we can choose
variables without redundancy of information.

3      Principal feature analysis (PFA)

Let X be a zero mean n-dimensional random feature vector. Let  Σ be the covariance
matrix of X . Let A be a matrix whose columns are the orthonormal eigenvectors of the
matrix Σ:

TAAΛ=Σ (8)
where Λ  is a diagonal matrix whose diagonal elements are the eigenvalues of

Σ, nλλλ ≥≥≥ ...21 . Let Aq be the first q columns of A and let q
nVVV ℜ∈,..., 21 be the

rows of the matrix Aq.

Each vector Vi represents the projection of  the i’ th feature (variable) of the vector X to
the lower dimensional space, that is, the q elements of Vi correspond to the weights of the
i’ th feature on each axis of the subspace.  The key observation is that features that are
highly correlated or have high mutual information will have similar absolute value weight
vectors Vi (changing the sign has no statistical significance [5]). On the two extreme sides,
two independent variables have maximally separated weight vectors; while two fully
correlated variables have identical weight vectors (up to a change of sign).  To find the
best subset we use the structure of the rows Vi to first find the subsets of features that are
highly correlated and follow to choose one feature from each subset. The chosen features
represent each group optimally in terms of high spread in the lower dimension,
reconstruction and insensitivity to noise. The algorithm can be summarized in the
following five steps:

Step 1 Compute the sample covariance matrix, or use the true covariance matrix if it is
available. In some cases it is preferred to use the correlation matrix instead of the
covariance matrix [5 ].



Step 2 Compute the Principal components and eigenvalues of the
Covariance/Correlation matrix as defined in equation (8).

Step 3 Choose the subspace dimension q and construct the matrix Aq from A. This can
be chosen by deciding how much of the variability of the data is desired to be
retained. The retained variability is the ratio between the sum of the first q
eigenvalues and the sum of all eigenvalues.

Step 4 Cluster the vectors q
nVVV ℜ∈|||,...,||,| 21 to qp ≥ clusters using K-Means

algorithm. The distance measure used for the K-Means algorithm is the
Euclidean distance. Choosing p greater than q is usually necessary if the same
variability as the PCA is desired (usually 1-5 additional dimensions are needed)

Step 5   For each cluster, find the corresponding vector Vi which is closest to the mean of
the cluster. Choose the corresponding feature, xi , as a principal feature. This
step will yield the choice of p features. The reason for choosing the vector
nearest to the mean is twofold. This feature can be thought of as the central
feature of that cluster- the one most dominant in it, and which holds the least
redundant information of features in other clusters. Thus it satisfies both of the
properties we wanted to achieve- large “spread”  in the lower dimensional space,
and good representation of the original data.

For clarity it should be noted that the clustering is the representation of the features in the
lower dimensional space, and not of the projection of the measurements to that space (as
in [6]).

The complexity of the algorithm is of the order of performing PCA, because the K-Means
algorithm is applied on just n q-dimensional vectors.

4      Experimental results

We demonstrate the feature selection method for two applications.

4.1   Facial motion feature points selection

The first experiment is selection of the important points that should be tracked on a
human face in order to account for the non-rigid motion. This is a classic example of the
need for feature selection because it can be very expensive and difficult to track many
points on the face reliably.

We capture video sequences of the subjects with markers on their face. Tracking of these
markers is done automatically using template matching, with manual error correction.
Thus we have reliable tracking results for the entire video sequence (60 sec at 30 frames
per second) of human facial motion performing several normal actions; smiling, frowning,
acting surprised, and talking. The images in Figure 2 demonstrate some facial motions
that appear in the video sequence. There are a total of 40 facial points that are being
tracked.

For the principal feature analysis, the points are split to two groups, upper face (eyes and
above), and lower face. Each point is represented by its horizontal and vertical direction,
and therefore the actual number of features we have is 80. We apply PFA on the data,
retaining 90% of the variability in the data. Figure 3 shows the results of the analysis. The
chosen features are marked by arrows displaying the principal direction chosen for that



feature point. It can be seen that the chosen features correspond to physical based models
of the face, i.e., horizontal motion was chosen for the middle lip point, with more features
chosen around the lips than other lower facial regions. Vertical motion features were
chosen for the upper part of the face (with the inner eyebrows chosen to represent the
horizontal motion which appeared in the original sequence). This implies that much of the
lower-face region’s motion can be inferred using mainly lip motion tracking (an easier
task from the practical point of view). In the upper part of the face, points on the
eyebrows were chosen, and in the vertical direction mostly, which is in agreement with
the physical models. It can also be seen that less points are needed for tracking in the
upper part of the face (7 principal motion points) then the lower part of the face (9
principal motion points) since there are fewer degrees of freedom in the motion of the
upper part of the face.

The example shows that the PFA can model a difficult physical phenomenon such as the
face motion to reduce complexity of existing algorithms by saving the necessity of
measuring all of the features. This is in contrast to PCA which will need the
measurements of all of the original motion vector to do the same modeling.

  
Figure 2. Examples of Facial Expressions

Figure 3. Principal Motion Features chosen for the facial points. The arrows show the motion
direction chosen (Horizontal or Vertical)

4.2       Feature selection in content-based image retrieval

The second experiment is designed to test the output of the principal feature analysis
(PFA) algorithm for the purpose of content-based image retrieval. In a typical content-
based image database retrieval application, the user has an image he or she is interested in
and wants to find similar images from the entire database. A two-step approach to search
the image database is adopted. First, for each image in the database, a feature vector
characterizing some image properties is computed and stored in a feature database.
Second, given a query image, its feature vector is computed, compared to the feature
vectors in the feature database, and images most similar to the query images are returned
to the user. The features and the similarity measure used to compare two feature vectors
should be efficient enough to match similar images as well as being able to discriminate
dissimilar ones.

Image similarity is mainly based on low-level features, such as color, texture and shape,
although this might not always match what a user perceives as similar. We use 9 color and



20 wavelet moments as feature representing color and texture (see [8, 9] for details on
these features).

The test dataset from Corel consists of 17695 images, 400 of which are “airplanes” , and
100 of them are “American eagles” . Table 1 shows the comparisons using the original
feature set, PCA, PFA and a feature set of same cardinality as PFA, but spanning a
smaller number of clusters. The retrieval results are the average numbers of hits in top 10,
20, 40 and 80 returns using each of 100 airplanes and each of 100 eagles as the query
image, respectively. PFA performs best for both airplanes and eagles among all methods.
This result demonstrates that using too many features, which are ‘noisy’  in terms of the
classification problem at hand, results in worse classification. In this case PCA does not
help because it still uses all of the original features.

Table1. Performance Comparison using original feature set PCA, PFA, and a 7 feature
subset spanning fewer clusters than PFA for Corel dataset

Airplanes
#Hit in
top 10

Top 20 Top 40 Top 80

10 WM’s 3.32 5.75 9.94 17.1

7 PC’s 3.37 5.71 9.90 16.8

 7 PF’s
(1,5,6,7,8,9,10)

3.58 6.24 11.2 19.3

(1,2,3,4,8,9,10) 3.20 5.34 9.25 15.6

Eagles
#Hit in
top 10

Top 20 Top 40 Top 80

10 WM’s 1.98 2.82 4.43 6.58

7 PC’s 1.96 2.76 4.13 6.27

 7 PF’s
(1,5,6,7,8,9,10)

2.14 2.96 4.67 7.21

(1,2,3,4,8,9,10) 1.78 2.50 3.71 5.75

Table 2. Performance Comparison using the full  feature , PCA and PFA.

40 random queries in
Corel

#Hit in top 10 Top 20

All:9 color + 20 WM 4.98 8.23

22 PC’s
(7 color, 15 WM)

        4.80       8.20

22 PF’s
(7 color, 15 WM)

4.90 8.15

Table 2 shows results on the 20 wavelet moments plus 9 color moments for the Corel
database. 7 out 9 color features and 15 out of 20 wavelet feature are selected by PFA. 40
randomly selected images are picked as the query image. The average number of hits in
top 10, 20 returned images are calculated for the all query images. The results
demonstrate that PFA yields comparable results to that of original set and PCA.

Because the number of features in these examples is relatively small, we were able to
analyze the ranking of the selected subsets using the optimality criteria suggested in [4]



and described in the Section 2. The selected subset was ranked on average in the top 5%
of all possible subset selection. For example, for the 15 Wavelet features selected out of
20, the subset was ranked 20 out of 15504 possible combinations.

5     Discussion

In this paper we propose a new method for feature selection named principal feature
analysis. The method exploits the structure of the principal components of a set of
features to choose the principal features, which retain most of the information, both in the
sense of maximum variability of the features in the lower dimensional space and in the
sense of minimizing the reconstruction error. The proposed method is applied to two
applications, face tracking and content-based image retrieval. The results demonstrate that
PFA does have comparable performance to PCA. However, for PCA, all of the original
features are needed. This point is the main advantages of PFA over PCA: fewer sensors
require or fewer features to compute and the selected features have their original physical
meaning. When compared to the optimal features selected in [4], the results show that the
PFA features are averagely ranked in top 5% of all possible combinations.
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