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COMP5331 Knowledge Discovery in Databases (Fall Semester 2019) 
Homework 2 Solution 

 
 
Q1.(a) No.  
 
  In the original coordinate system, we have the following 4 data points. The threshold is set to 4. In the 
following, we could not find any clusters in any subspace. There is no grid unit involved in the original 
coordinate system. 

 
 
 
          y 
 
                                                                 
 
                          x                                   

 
However, in the new coordinate system, we will obtain the following.  
 

 
 
 
          y’ 
 
                                                                 
 
                          x’                                   

We could find one grid unit on the 1-dimensional axis, y’, with the same threshold of 4. 
Thus, the total number of grid units involved in all clusters based on the new coordinate system is greater 
than that based on the original coordinate system 
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      (b)  When the size of the subspace is larger, the no. of grid units is larger. The probability that a grid unit 
contains a sufficient number of points is smaller. 
 
 
      (c) (i) No. 

Apriori-like algorithm is valid when the following property holds. If there exists a dense unit w.r.t a 
subspace S , then there exists a dense unit w.r.t a subspace 'S where SS ' .  
Now, we give a counter-example that the above property does not hold under Condition 1. Consider 

42 T  and 51 T (in count instead of density) 

12 TT     Condition 1 holds. 
However, from the following example 
 
 
          y 
 
                                                                 
                          x                                  x 
we find that there exists a dense unit in subspace{x, y}but not in subspace {x}. 
(ii) No. 
Let us use the example from Part (c)(i).  
In this example, c is equal to 2.  
 
Suppose that T2 = 4. In this case, according to Condition 1, we have T1 = 2 T2 = 2 . 4 = 8.  
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Q2. 
 
(a) 
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We choose the eigenvector of unit length: 
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We choose the eigenvector of unit length: 
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For data (6, 6), Y = ቌ
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Thus,   (6, 6) is reduced to (8.49); 

(8, 8) is reduced to (11.31); 
(5, 9) is reduced to (9.90); 
(9, 5) is reduced to (9.90). 

 
 
(b)(i) 

α = 2 
β = -7 

 
     (ii) 
 
Yes. It is possible.  
We know that we could express 

xq = 2 . xp – 7    ………………….(*) 
yq = 2 . yp – 7    ………………….(**) 
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According to the steps in Part (a), when we substitute equations (*) and (**) into the derivation in Part (a), it 
is easy to verify that we could obtain the same matrix . 
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For data (5, 5), Y = ቌ
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For data (9, 9), Y = ቌ
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For data (3, 11), Y = ቌ
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Thus,   (5, 5) is reduced to (7.07); 

(9, 9) is reduced to (12.73); 
(3, 11) is reduced to (9.90); 
(11, 3) is reduced to (9.90). 

 
(c)  
Yes. It is possible.  
According to the steps in Part (a), we could calculate the same matrix ∑ based on these 8 data points. The 
remaining steps in Part (a) are the same.  
 
The answer of this part is as follows. 
   (6, 6) (two occurrences) is reduced to (8.49); 

(8, 8) (two occurrences)  is reduced to (11.31); 
(5, 9) (two occurrences)  is reduced to (9.90); 
(9, 5) (two occurrences)  is reduced to (9.90). 
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(d)(i) 01)Y|1P(X       12)Y|1P(X           5.03)Y|1P(X   
    8.01)Y|2P(X      02)Y|2P(X        5.03)Y|2P(X   
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Q3 
(a)(i) 
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For attribute Major, 
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We choose attribute NoOfPapers for Splitting: 
 
 
 
 
 NoOfPapers=enough        NoOfPapers =many             NoOfPapers =few 
 
 
 
                  100% Yes                    75% Yes                            0  Yes 
                    0      No                      25% No                            100% No 
 
 
 
Consider the node for “NoOfPapers=many” 
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For attribute Major, 
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We choose attribute Age for Splitting: 
 
 
 
 
NoOfPapers=enough        NoOfPapers =many             NoOfPapers =few 
 
 
 
                 100% Yes                    75% Yes                            0  Yes 
                    0      No                      25% No                            100% No 
                                  Age=old                            Age=young 
 
 
                                       100% Yes               50% Yes 
                                           0    No                 50% No 
 
 
 
(ii) It is 50% probability that this PhD student will become a professor. 
  
 
(b)(i) Person A said this because his claim is based on this “instance” of the “training set” only and based on 
some specific parameter values for this decision tree. 
 
     (ii) Person B said this because he thought that the result is just based on this “instance” of the training 
set. It is possible that other attributes could be found in X based on other instances of the training set. 
 
     (iii) Person A is more unreasonable since the “instance” of the training set is just a “small” snapshot of 
the whole population.  
 
(c) 
Difference: 
The definition of the gain used in C4.5 is different from that used in ID3.  
The gain used in C4.5 is equal to the gain used in ID3 divided by SplitInfo.  
 
The reason why there is a difference is described as follows. 
In ID3, there is a higher tendency to choose an attribute containing more values (e.g., attribute identifier and 
attribute HKID). Thus, splitInfo in C4.5 is used to penalize an attribute containing more values. If this value 
is larger, the penalty is larger. 
 
  

1 2,3,4,6 5,7,8 

root 

3,4 2,6 
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Q4 
 
    (a) P(SIR = Yes) = ∑ ∑ 𝑃ሺ𝑆𝐼𝑅 ൌ 𝑌𝑒𝑠|𝐴𝑃 ൌ 𝑥, 𝑃 ൌ 𝑦ሻ𝑃ሺ𝐴𝑃 ൌ 𝑥, 𝑃 ൌ 𝑦ሻ௬∈ሼ௒௘௦,ே௢ሽ௫∈ሼ௒௘௦,ே௢ሽ  

                         = 4.07.02.06.07.055.04.03.045.06.03.07.0   
                         = 467.0  
    
       
   P(SIR = Yes | AP = Yes, P = Yes, WBC = Low) 

= 
௉ሺௐ஻஼ୀ௅௢௪|஺௉ୀ௒௘௦,௉ୀ௒௘௦,ௌூோୀ௒௘௦ሻ

௉ሺௐ஻஼ୀ௅௢௪|஺௉ୀ௒௘௦,௉ୀ௒௘௦ሻ
𝑃ሺ𝑆𝐼𝑅 ൌ 𝑌𝑒𝑠|𝐴𝑃 ൌ 𝑌𝑒𝑠, 𝑃 ൌ 𝑌𝑒𝑠ሻ 

= 
௉ሺௐ஻஼ୀ௅௢௪|ௌூோୀ௒௘௦ሻ௉ሺௌூோୀ௒௘௦|஺௉ୀ௒௘௦,௉ୀ௒௘௦ሻ

∑ ௉ሺௐ஻஼ୀ௅௢௪|ௌூோୀ௫ሻೣ∈ሼೊ೐ೞ,ಿ೚ሽ ௉ሺௌூோୀ௫|஺௉ୀ௒௘௦,௉ୀ௒௘௦ሻ
 

= 
଴.ସ∗଴.଻

଴.ସ∗଴.଻ା଴.଻∗଴.ଷ
 

= 0.5714 
 
   P(SIR = No | AP = Yes, P = Yes, WBC = Low) = 1- 0.5714 =0.4286 
 
Since P(SIR = Yes | AP = Yes, P = Yes, WBC = Low) >  P(SIR = No | AP = Yes, P = Yes, WBC = 
Low), it is more likely that the person has systemic inflammation reaction. 
 
(a) Disadvantages: 
The Bayesian Belief network classifier requires a predefined knowledge about the network. 
The Bayesian Belief Network classifier cannot work directly when the network contains cycles. 
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Q5  
 
(a)(i) 
Consider t = 1. 
f1 = (Wf [x1, y0] + bf) 

= 𝜎ሺ൭
0.8
0.4
0.1

൱ ൭
0.3
0.6
0

൱ ൅ 0.2ሻ  

= (0.8 . 0.3 + 0.4 . 0.6 + 0.1 . 0 + 0.2) 
= ( 0.68 ) 
= 0.6637 

i1 = (Wi [x1, y0] + bi) 

= 𝜎ሺ൭
0.9
0.8
0.7

൱ ൭
0.3
0.6
0

൱ ൅ 0.5ሻ  

= (0.9 . 0.3 + 0.8 . 0.6 + 0.7 . 0 + 0.5) 
= ( 1.25 ) 
= 0.7773 

a1 = tanh(Wa [x1, y0] + ba) 

= 𝑡𝑎𝑛ℎሺ൭
0.4
0.2
0.1

൱ ൭
0.3
0.6
0

൱ ൅ 0.3ሻ  

= tanh(0.4 . 0.3 + 0.2 . 0.6 + 0.1 . 0 + 0.3) 
= tanh( 0.54 ) 
= 0.4930 

s1 = f1 . s0 + i1 . a1 
= 0.6637 . 0 + 0.7773 . 0.4930 
= 0.3832 

o1 = (Wo [x1, y0] + bo) 

= 𝜎ሺ൭
0.6
0.4
0.1

൱ ൭
0.3
0.6
0

൱ ൅ 0.2ሻ  

= (0.6 . 0.3 + 0.4 . 0.6 + 0.1 . 0 + 0.2) 
= ( 0.62  ) 
= 0.6502 

y3 = o1 . tanh(s1) 
= 0.6502 . tanh(0.3832) 
= 0.2376 

 

Consider t = 2. 
f2 = (Wf [x2, y1] + bf) 

= 𝜎ሺ൭
0.8
0.4
0.1

൱ ൭
0.1
1.0

0.2376
൱ ൅ 0.2ሻ  

= (0.8 . 0.1 + 0.4 . 1.0 + 0.1 . 0.2376 + 0.2) 
= ( 0.7038 ) 
= 0.6690 

i2 = (Wi [x2, y1] + bi) 

= 𝜎ሺ൭
0.9
0.8
0.7

൱ ൭
0.1
1.0

0.2376
൱ ൅ 0.5ሻ  

= (0.9 . 0.1 + 0.8 . 1.0 + 0.7 . 0.2376+ 0.5) 
= ( 1.5564 ) 
= 0.8258 

a2 = tanh(Wa [x2, y1] + ba) 

= 𝑡𝑎𝑛ℎሺ൭
0.4
0.2
0.1

൱ ൭
0.1
1.0

0.2376
൱ ൅ 0.3ሻ  

= tanh(0.4 . 0.1 + 0.2 . 1.0 + 0.1 . 0.2376+ 0.3) 
= tanh( 0.5638  ) 
= 0.5108 

s2 = f2 . s1 + i2 . a2 
= 0.6690 . 0.3832 + 0.8258 . 0.5108 
= 0.6782 

o2 = (Wo [x2, y1] + bo) 

= 𝜎ሺ൭
0.6
0.4
0.1

൱ ൭
0.1
1.0

0.2376
൱ ൅ 0.2ሻ  

= (0.6 . 0.1 + 0.4 . 1.0 + 0.1 . 0.2376 + 0.2) 
= ( 0.6838 ) 
= 0.6646 

y2 = o2 . tanh(s2) 
= 0.6646 . tanh(0.6782) 
= 0.3923 

 
 
(ii) 
When t = 1,  
error = y1 – y 
         = 0.2376 – 0.2 
         = 0.0376 

When t = 2,  
error = y2 – y 
         = 0.3923 – 0.4 
         = -0.0077 

 
(b) (i) 
Consider t = 1. 
r1 = (Wr [x1, y0] + br) 

Consider t = 2. 
r2 = (Wr [x2, y1] + br) 
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= 𝜎ሺ൭
0.3
0.2
0.1

൱ ൭
0.3
0.6
0

൱ ൅ 0.5ሻ  

= (0.3 . 0.3 + 0.2 . 0.6 + 0.1 . 0 + 0.5) 
= ( 0.71 ) 
= 0.6704 

a1 = tanh(Wa [x1, r1
.y0] + ba) 

= 𝑡𝑎𝑛ℎሺ൭
0.4
0.3
0.1

൱ ൭
0.3
0.6

0.6704 ∙  0
൱ ൅ 0.1ሻ  

= tanh(0.4 . 0.3 + 0.3 . 0.6 + 0.1 . 0 + 0.1) 
= tanh( 0.4 ) 
= 0.3799 

u1 = (Wu [x1, y0] + bu) 

= 𝜎ሺ൭
0.4
0.2
0.1

൱ ൭
0.3
0.6
0

൱ ൅ 0.1ሻ  

= (0.4 . 0.3 + 0.2 . 0.6 + 0.1 . 0 + 0.1) 
= ( 0.34 ) 
= 0.5842 

y1 = (1 – u1) . y0 + u1 . a1 
= (1 – 0.5842) . 0+ 0.5842 . 0.3799 

    = 0.2220 
 

= 𝜎ሺ൭
0.3
0.2
0.1

൱ ൭
0.1
1.0

0.2220
൱ ൅ 0.5ሻ  

= (0.3 . 0.1 + 0.2 . 1.0 + 0.1 . 0.2220 + 0.5) 
= ( 0.7522 ) 
= 0.6797 

a2 = tanh(Wa [x2, r2
.y1] + ba) 

= 𝑡𝑎𝑛ℎሺ൭
0.4
0.3
0.1

൱ ൭
0.1
1.0

0.6797 ∙  0.2220
൱ ൅ 0.1ሻ

  
= tanh(0.4 . 0.1 + 0.3 . 1.0 + 0.1 . 0.1509 + 0.1) 
= tanh( 0.4551 ) 
= 0.4261 

u2 = (Wu [x2, y1] + bu) 

= 𝜎ሺ൭
0.4
0.2
0.1

൱ ൭
0.1
1.0

0.2220
൱ ൅ 0.1ሻ  

= (0.4 . 0.1 + 0.2 . 1.0 + 0.1 . 0.2220 + 0.1) 
= ( 0.3622 ) 
= 0.5896 

y2 = (1 – u2) . y1 + u2 . a2 
= (1 – 0.5896) . 0.2220+ 0.5896 . 0.4261 

    = 0.3423 
 

 
(ii) 
When t = 1,  
error = y1 – y 
         = 0.2220 – 0.2 
         = 0.0220 

When t = 2,  
error = y2 – y 
         = 0.3423 – 0.4 
         = -0.0577 

 
 
(c) The neural network has an assumption that records in the training set are “independent”. 
In some cases, records in the training set are related/correlated to (or dependent on) other records in the 
training set. Thus, the neural network could not capture this “dependent” scenario well if the training set has 
dependent records. 
 
 
 
 


