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Abstract—The increasing scale of Structure-from-Motion is fundamentally limited by the conventional optimization framework for the all-in-one global bundle adjustment. In this paper, we propose a distributed approach to coping with this global bundle adjustment for very large scale Structure-from-Motion computation. First, we derive the distributed formulation from the classical optimization algorithm ADMM, Alternating Direction Method of Multipliers, based on the global camera consensus. Then, we analyze the conditions under which the convergence of this distributed optimization would be guaranteed. In particular, we adopt over-relaxation and self-adaption schemes to improve the convergence rate. After that, we propose to split the large scale camera-point visibility graph in order to reduce the communication overheads of the distributed computing. The experiments on both public large scale SfM data-sets and our very large scale aerial photo sets demonstrate that the proposed distributed method clearly outperforms the state-of-the-art method in efficiency and accuracy.
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1 INTRODUCTION

With the popularization of smartphones and unmanned aerial vehicles, larger collection of images with high quality and resolution are available, which gives rise to dramatic increment of the scale of image-based 3D reconstruction. High quality 3D models obtained from the large-scale high resolution images are beneficial to the digital earth, virtual reality and intelligent city. However, current image-based 3D reconstruction systems still have problems when dealing with large-scale data-sets.

Structure-from-Motion(SfM) is one of core steps in image-based 3D reconstruction. In this step, images are matched, then camera poses and scene structures are reconstructed. The common SfM pipeline includes image matching, relative pose computation, camera registration and the global bundle adjustment. The camera registration step generates initial camera poses in a global coordinate system from camera relative poses, then the global bundle adjustment optimizes all the camera poses and sparse 3D points to obtain high quality results for the following 3D reconstruction steps.

However, the commonly used optimization method in the global bundle adjustment requires all the camera poses and points are stored in the memory. The space cost of bundle adjustment is proportional to the square of the camera number. If there are too many cameras, it is impossible to complete the global bundle adjustment in one machine. Therefore, referring to space division based methods [1], [2] and applying ADMM algorithm [3] to the bundle adjustment problem, we propose an improved consensus framework by camera consensus and splitting points to perform the global bundle adjustment in a distributed manner to solve the scalability problem. In summary, our contributions primarily are as follows:

1) We propose a general consensus framework regardless of the number of parameters of camera and take consideration of the common intrinsic parameters;
2) We analyze the conditions of convergence in detail and adopt the over-relaxation and self-adaption scheme to improve the convergence rate;
3) We propose a splitting method to minimize the overhead in the distributed system.

There are two reasons why ADMM algorithm can be applied to the bundle adjustment problem. One is that the global bundle adjustment is the final step in Structure-from-Motion, so we have a good enough initialization of camera poses obtained by previous steps. The other is that the topological structure of the problem, namely the bipartite camera-point visibility graph, facilitates the division of the large-scale problem.

1.1 Related work

Many works try to tackle city-level and even world level Structure-from-Motion by image sequences or unordered image sets. The work [4] iteratively performs feature detection, relative pose computation and incremental camera registration to generate quasi-dense SfM results. But it requires heavy computation for large-scale and high resolution images. The work [5] adopts an incremental strategy to register cameras. However, with the number of registered cameras growing, the method will be slower. The work [6] resamples the sparse points obtained by Structure-from-Motion to reduce computation cost. Agarwal et al. [7] propose a distributed method to match images and register cameras. To accelerate the registration, they adopt the skeletal set method [8] to register camera hierarchically. Frahm et al. [9] try to implement the method without a distributed system. Then the work [10] reconstructs camera poses from world-wide captured internet images by a stream framework in a single machine. Klingner et al. [11]
try to deal with the large-scale street-view SfM problem while handling moving rolling shutter cameras. Schonberger et al. [12] propose a new method to register one camera to a large-scale SfM system and recover the lost details. The work [13] proposes a newly graph based image matching method to solve the ambiguity problem of large-scale SfM, and the work [14] proposes a new SfM technique to improve the robustness, accuracy, completeness and scalability. However, these works do not pay attention to the global optimization of camera poses in the end of SfM. Since the global optimization called bundle adjustment has too large scale cost to be completed by limited memory and time, it is difficult to perform for large scale data-sets.

The bundle adjustment is the non-linear optimization to refine the camera parameters and 3D points in the end of Structure-from-Motion. The Levenberg-Marquardt algorithm [15] with Schur complement is the most common method to optimize the bundle adjustment formulation, which takes advantages of the sparsity in the multiple-view geometry problem. The work [16] tries to improve the efficiency of the large scale bundle adjustment problem by factorization and precondition method, and [17] proposes a method to group factors for the bundle adjustment problem. The preconditioner based on the camera visibility graph is also adopted in work [18], [19] to improve the efficiency of LM algorithm. The work [20] implements the optimization algorithm of bundle adjustment in parallel for acceleration by improving the CPU utilization. However, those methods are still single-machine methods which cannot solve the problem with too large scale to be loaded into memory.

Some works try to tackle the large scale bundle adjustment problem by out-of-core algorithms [21], [22] and the distributed system [23] to break through the memory limitation of the single-machine algorithm. The out-of-core method [21] splits the large scale bundle adjustment problem into several small problems, solves the small problems in parallel and merges them iteratively by the optimization of overlapping region of those small problems. However, for densely captured data-sets, the splitting will yield too large overlapping regions to be loaded into memory to do optimization. Besides, the I/O overhead induced by overlapping regions is also too high. In the following work [22], the author utilizes a hierarchical framework to split the large problem and merge small problems in each level by the smooth method [24]. Nevertheless, the hierarchical framework sacrifices the degree of parallelism and is difficult to implement in a distributed system. The smooth method to merge small problems cannot guarantee the bundle adjustment result is optimized.

The work in [23] proposes a consensus framework to deal with large scale bundle adjustment in a distributed manner. Instead of merging small problems by the optimization of overlapping regions of small problems, the consensus framework utilizes the proximal splitting method to formulate the bundle adjustment problem, in which the small problems are merged by averaging points in fact, decreasing the cost of merging. The merging process for the same parameters guarantees the consensus of points in different nodes. Thus, we call this method point consensus based distributed bundle adjustment. However, the consensus framework based on point consensus and splitting by cameras in [23] still has some problems in practice. Firstly, in each iteration, each node in the distributed system has to broadcast all overlapping points to the master node to complete the merging process, which is a huge overhead for large scale data-sets. Secondly, parameters of each camera are independent of parameters of other cameras. However, in practice, some cameras may share the same intrinsic parameters. Thirdly, the method by merging points converges a little slowly in very large scale data-sets and may converge in a local minimum early.

The Alternating Direction Method of Multipliers (ADMM) algorithm [3] is a useful tool to solve distributed optimization problems. This algorithm decomposes the original problem into different small sub-problems and then the solutions of those sub-problems are merged to find the global solutions. The topological structure of the bundle adjustment problem is suitable for the decomposition in ADMM algorithm. By our analysis and experiments, the ADMM algorithm can work on the bundle adjustment problem though the bundle adjustment problem cannot satisfy the convex condition required by ADMM algorithm. By adopting ADMM algorithm and performing consensus on cameras, we propose the method to solve the large-scale bundle adjustment problem distributedly.

The rest of the paper is organized as follows. We will first review the bundle adjustment problem and the camera model in section 2.1. Then, we will introduce the ADMM algorithm and the consensus method based on the ADMM in section 2.2. In section 2.3, we derive the iteration equations for camera consensus based distributed bundle adjustment from the ADMM algorithm. After that, we will analyze the conditions to guarantee the convergence in 3.1. The relaxation and self-adaption scheme are introduced in section 3.2 to improve the convergence rate. In section 4, we propose a scalable splitting method to minimize the overhead in the distributed system and describe the implementation detail. Then, we will show the experimental results in section 5, demonstrating that our method can solve the large scale bundle adjustment problem in a distributed system efficiently and accurately. At last, we will discuss some problems in practice and the future work in section 6.

2 THE DISTRIBUTED FORMULATION

In this section, we will first introduce the bundle adjustment problem and the camera model. Then we will describe the global consensus problem solved by the Alternating Direction Method of Multipliers (ADMM) and then apply the solution to the bundle adjustment problem by camera consensus.

2.1 Bundle adjustment

Generally, camera parameters consist of extrinsic parameters and intrinsic parameters. Extrinsic parameters are independent for different cameras but intrinsic parameters may be shared by different cameras. Suppose we have \( M \) observed 3D points, \( N \) cameras sharing \( L \) different intrinsic parameters, note camera extrinsic parameter set \( \mathcal{E} = \{ \mathbf{e}_i \in \mathbb{R}^3 | i = 1, \ldots, N \} \), camera intrinsic parameter set \( \mathcal{D} = \{ \mathbf{d}_l \in \mathbb{R}^2 | l = 1, \ldots, L \} \), observed 3D point set \( \mathcal{P} = \{ \mathbf{p}_j \in \mathbb{R}^3 | j = 1, \ldots, M \} \) and detected observation set \( \mathcal{Q} = \{ \mathbf{q}_{ij} \in \mathbb{R}^2 | \mathbf{p}_j \in \mathcal{V}_i \} \), where \( \mathcal{V}_i \) is the set of points viewed by the \( i \)-th camera. Note that \( \mathbf{e}_i \) is not the extrinsic matrix of the \( i \)-th camera, but the parameterization of extrinsic parameters. The bundle adjustment is a non-linear least square optimization problem to obtain the optimized cameras and 3D points with the following objective function:

\[
J(\mathcal{E}, \mathcal{D}, \mathcal{P}) = \sum_{i=1}^{N} \sum_{p_j \in \mathcal{V}_i} \| \mathbf{p}_j - \mathbf{d}_l - \mathbf{e}_i \|_2^2, \quad (1)
\]
where \( d_i \) is the intrinsic parameters of the \( i \)th camera and \( \Pi(e_i, d_i, p_j) \) computes the reprojection of the \( j \)th point in the \( i \)th camera, which is non-linear and non-convex. The computation \( \Pi(e_i, d_i, p_j) \) depends on the camera model and we use the pinhole camera model with radial distortion. Here, camera center \( c_i \), and parameterization of rotation \( r_{Ri} \) are used to express the extrinsic parameter of camera \( e_i \), namely \( e_i = (r_{Ri}, c_i) \). The parameterization of rotation will be discussed in section 3.1.

The commonly used optimization methods, such as Levenberg-Marquardt algorithm [15] with sparse matrix and Schur complement, have space cost \( O(N(N+M)) \), which is difficult to optimize large scale data-sets with too many cameras and sparse points.

### 2.2 The global consensus based on ADMM

The Alternating Direction Method of Multipliers(ADMM) algorithm [3] aims to solve the problem in the form:

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(z) \\
\text{subject to} & \quad Ax + Bz = w
\end{align*}
\]

By the augmented Lagrangian multipliers method, we form

\[
L_{\rho}(x, z, y) = f(x) + g(z) + y^T(Ax + Bz - w) + \frac{\rho}{2}||Ax + Bz - w||_2^2
\]

The ADMM algorithm consists of the iterations:

\[
\begin{align*}
x^{t+1} &= \arg \min_x L_{\rho}(x, z^t, y^t) \\
z^{t+1} &= \arg \min_z L_{\rho}(x^{t+1}, z, y^t) \\
y^{t+1} &= y^t + \rho(Ax^{t+1} + Bz^{t+1} - w)
\end{align*}
\]

In the implementation, \( x, y \) and \( z \) are updated by an alternating fashion.

Now, we want to solve this global consensus problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^n f_i(x_i) \\
\text{subject to} & \quad x_i = z_i, i = 1, ..., n
\end{align*}
\]

Using ADMM, we can derive the iteration expression as

\[
\begin{align*}
x_i^{t+1} &= \arg \min_{x_i} f_i(x_i) + \frac{\rho}{2} \|x_i - z^t\|_2^2 \\
z^t+1 &= \frac{1}{n} \sum_{i=1}^n x_i^{t+1} \\
y_i^{t+1} &= y_i^t + \frac{\rho}{n} (x_i^{t+1} - z^{t+1}), i = 1, ..., n
\end{align*}
\]

Substituting \( y_i = \rho u_i \), we can express equations 8 and 10 as

\[
\begin{align*}
x_i^{t+1} &= \arg \min_{x_i} f_i(x_i) + \frac{\rho}{2} \|x_i - (z^t - u_i^t)\|_2^2 \\
u_i^{t+1} &= u_i^t + x_i^{t+1} - z^{t+1}
\end{align*}
\]

Defining the proximity operator \( \text{prox}_{f/\rho} \) of one function \( f(x) \) with \( \rho > 0 \) as \( \text{prox}_{f/\rho}(a) = f(x) + \frac{\rho}{2} ||x - a||_2^2 \), we can express the right of Eqn. 11 as \( \text{prox}_{f_i/\rho}(z^t - u_i^t) \). The computation of equations 11 and 12 can be performed easily in a distributed system. Eqn. 9 actually averages the results of optimization results in different nodes.

**2.3 Camera Consensus**

Actually, the iterations of equations 8, 9, and 10 are indeed the Douglas-Rachford splitting method in [23]. By clarifying the derivation of the method, we can explain the stop criterion, over-relaxation and self-adaptation scheme in section 3. The work [23] performs the consensus framework based on points. However, very large scale data-sets always contain so many points that the distributed system has huge overhead to broadcast those points. Besides, intuitively, the averaging of too many variables in Eqn. 9 leads to slow convergence rate. Hence, we try to reduce the overhead of broadcasting of \( x_i \) and \( y_i \) in the averaging for very large scale bundle adjustment problem by camera consensus instead of points.

In order to broadcast cameras instead of points in [23], we split the whole bundle adjustment problem by points. Note each block as \( B_k = (\mathcal{E}_k, \mathcal{D}_k, \mathcal{P}_k), k = 1, ..., K \), where \( \mathcal{P}_k \) is the set of points in the block so that \( \mathcal{P}_k \cap \mathcal{P}_k' = \phi \) and \( \bigcup \mathcal{P}_k = \mathcal{P} \). Since one camera may view points in different block, extrinsic parameters of one camera can appear in different block. We define \( e_i^k \) as the extrinsic parameter of the \( i \)th camera in block \( k \) and \( \mathcal{E}_k = \{e_i^k | \text{the } i \text{th camera views points in the } k \text{th block}\} \). Similar to extrinsic parameters, one intrinsic parameter may be shared by cameras in different block, so we define \( d_i^k \) as the \( k \)th intrinsic parameter in the \( k \)th block and \( \mathcal{D}_k = \{d_i^k | \text{the } i \text{th intrinsic parameter is shared by cameras in the } k \text{th block}\} \). Note \( n_i \) and \( m_l \) are the number of blocks where the \( i \)th extrinsic or the \( l \)th intrinsic parameter appear.

The relationship of those parameters are shown in Fig. 1.

Then, we can modify the original bundle adjustment problem in Eqn. 1 as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^K f(\mathcal{E}_k, \mathcal{D}_k, \mathcal{P}_k) \\
\text{subject to} & \quad e_i^k = e_i, i = 1, ..., N, k = 1, ..., K \\
d_i^k = d_i, l = 1, ..., L, k = 1, ..., K,
\end{align*}
\]
Using the ADMM algorithm, we can obtain the iterations for the above problem:

\[
\begin{align*}
(e_k, D_k, P_k)^{t+1} &= \arg\min_f (f(e_k, D_k, P_k) \\
&+ h(e_k, D_k, P_k)), \forall k
\end{align*}
\]
(14)

\[
\begin{align*}
e_i^{t+1}_k &= \sum_{e_k \in \mathcal{E}_k} (e_i^{t+1}_k)_{/n_i}, \forall i, t
\end{align*}
\]
(15)

\[
\begin{align*}
d_i^{t+1}_l &= \sum_{D_k \in \mathcal{D}_l} (d_i^{t+1}_l)_{/m_l}, \forall l, t
\end{align*}
\]
(16)

where \( f(e_k, D_k, P_k) \) is the bundle adjustment objective function on variables in the \( k \)th block and

\[
h(e_k, D_k, P_k) = \frac{1}{2} \sum_{e_k \in \mathcal{E}_k} \| e_i^{t} - e_i^{t} + (e_i^{t})_{/n_i} \|_{\Sigma_e}^2
\]
(17)

In Eqn. 17, unlike the method in [23] that the proximity operator does not work on the non-consensus items, the proximity operator here also works on points which do not attend the consensus in Eqn. 9. The reason will be introduced in section 3.1. For the term on camera parameters in Eqn. 17, we use \( \| \cdot \|_{\Sigma_e} \) and \( \| \cdot \|_{\Sigma_d} \) to replace the \( \ell^2 \) norm, where \( \Sigma_e \) and \( \Sigma_d \) are a diagonal matrix whose diagonal elements are formed by penalty parameters \( p_e \) and \( p_d \). Since each parameter has its domain, each parameter should have their own penalty parameters according to its range. In above iterations, equations 14 and 16 can be implemented distributedly and camera parameters have to be broadcasted to complete the computing in Eqn. 15. The distributed bundle adjustment algorithm based on camera consensus is concluded below:

1: function DBACC(\( \mathcal{E}, \mathcal{P}, \mathcal{D}, \mathcal{Q}, K \))
2: Initialize all \( e_i^k \) and \( d_i^l \) as 0
3: Initialize all \( e_i^k \) and \( d_i^l \) as the corresponding initial values of \( e_i \) and \( d_i \)
4: while the criterion in Eqn. 19 is not satisfied do
5: for each block \( k \in \{1, K\} \) distributedly do
6: for each \( e_i \) in block \( k \) in parallel do
7: \( e_i^{k} \leftarrow e_i^{k} + e_i^{t} - e_i \)
8: end for
9: for each \( d_i \) in block \( k \) in parallel do
10: \( d_i^{l} \leftarrow d_i^{l} + d_i^{t} - d_i \)
11: end for
12: \( (\mathcal{E}_k, D_k, P_k) \leftarrow \arg\min_f (f(\mathcal{E}_k, D_k, P_k)) + h(\mathcal{E}_k, D_k, P_k) \)
13: end for
14: Broadcast \( \mathcal{E}_k \) and \( D_k \) of all nodes to the master node
15: Average \( \mathcal{E}_k \) and \( D_k \) in the master node by Eqn. 15 to get \( \mathcal{E} \) and \( D \)
16: end while
17: end function

2.3.1 Stopping criterion

Referring to [25], we define the primal residual \( r^t \) and the dual residual \( s^t \) as

\[
\| r^t \|_2^2 = \sum \| (e_i^k)^t - e_i^t \|_2^2 + \sum \| (d_i^l)^t - d_i^t \|_2^2
\]
\[
\| s^t \|_2^2 = \sum \| e_i^{t+1} - e_i \|_{\Sigma_e}^2 + \sum \| d_i^{t+1} - d_i^t \|_{\Sigma_d}^2
\]
(18)

Then, the stopping criterion is that \( \ell^2 \) norms of the primal residual and dual residual are less than their thresholds

\[
\| r^t \|_2 < \epsilon_{pr}, \| s^t \|_2 < \epsilon_{dual}
\]
(19)

3 CONVERGENCE OF CAMERA CONSENSUS

In this section, we will first analyze the convergence conditions for the proposed algorithm. Then, we will discuss on some extensions to accelerate the algorithm.

3.1 Convergence conditions

ADMM algorithm requires that the function \( f_i(x) \) in Eqn. 7 should be convex. However, the bundle adjustment objective function in Eqn. 1 is non-convex. Some works such as [26], [27], [28], [29], [30], [31] analyze the proximal splitting method on non-convex problems and the work [23] proposes a statement for the convergence of Douglas-Rachford splitting applied to the bundle adjustment problem with point consensus. The latest work [30] on ADMM for non-convex problems proposes the gradient Lipschitz-continuity condition, which is similar with our following analysis.

In the following, we will analyze the convergence conditions of the proposed method and provide the provable statement for the convergence. The convergence proof is provided in the supplementary material.

In the convergence proof of ADMM on convex functions in [25], the proof depends on the convexity of \( L_p(x, z^t, y^t) \) in Eqn. 4 guaranteed by the convexity of \( f(x) \), so that \( x^{t+1} \) minimizes it. If \( f(x) \) is not convex, according to the propositions and theorems in [27], we can let \( \nabla f(x) \) be local Lipschitz-continuous to guarantee \( L_p(x, z^t, y^t) \) be local convex when \( \rho > \rho_{min} \). Considering each sub-problem \( f_i(x) \) in the global consensus problem in Eqn. 7, whose gradient is local Lipschitz-continuous with Lipschitz constant \( \lambda_i \), let

\[
\Psi_i(x) = f_i(x_i) + \frac{\rho}{2} \| x_i - a \|_2^2
\]
(20)

where \( a = z^t - u_i^t \). Namely, \( \Psi_i(x) \) is the objective function in Eqn. 11, another form of \( L_p(x, z^t, y^t) \). Then \( \forall b, c \in \mathbb{R}^n \), we have

\[
(\nabla \Psi_i(b) - \nabla \Psi_i(c))^T (b - c) = (\nabla f_i(b) - \nabla f_i(c))^T (b - c) + \rho \| b - c \|_2^2 \geq (\rho - \lambda_i) \| b - c \|_2^2,
\]
(21)

Therefore, if we select \( \rho \) such that it is larger than \( \max \{ \lambda_i \} \), \( \Psi_i(x) \) is local convex. Since the Lipschitz-continuity is defined on all variables in above analysis, the proximity operator should work on all variables in Eqn. 17, though points do not participate in the consensus. Based on the Lipschitz-continuity requirement, we then check the objective function of bundle adjustment.
To make the analysis easier, we first consider the reprojection function of pinhole camera without distortions. Note the intrinsic matrix of the camera as \( K = \begin{bmatrix} m_1 & m_2 & m_3 \end{bmatrix} \) and the camera matrix \( C = [M_m] = KR[I - c] \). Then the reprojection function in Eqn. 1\((\epsilon, d, p) = \left(\frac{m_1 p + m_2}{m_1 p + m_3}, \frac{m_2 p + m_3}{m_1 p + m_3}\right)\), where \( M_i \) is the \( i \)th row of \( M \) and \( m_i \) is the \( i \)th element of \( m \). Then the error function of each reprojection \( \epsilon (e, d, p) = (a^2 + b^2)/\gamma^2 \) in Eqn. 1, where

\[
\begin{bmatrix}
\alpha \\
\beta \\
\gamma \\
\end{bmatrix} = \begin{bmatrix}
M_1 p + m_1 - q (m_1 p + m_3) \\
M_2 p + m_2 - q (m_2 p + m_3) \\
M_3 p + m_3 \\
\end{bmatrix}.
\]

(22)

Since above expression is linear in \( p \) and \( C \) respectively, we can write \([\alpha, \beta, \gamma] = A \phi C = A \phi p + A \phi c \), where \( C \) is the vector formed by terms in \( C \). Then, according to \([32]\),

\[
\frac{\partial \epsilon}{\partial C} = \frac{2}{\gamma} A^T_p \left[ \alpha, \beta, -\frac{a^2 + b^2}{\gamma} \right]^T
\]

(23)

\[
\frac{\partial \epsilon}{\partial p} = \frac{2}{\gamma} A^T_C \left[ \alpha, \beta, -\frac{a^2 + b^2}{\gamma} \right]^T
\]

(24)

The above gradients have a divisor \( \gamma \) which break the lipschitz-continuity. To avoid the situation where \( \gamma \to 0 \), we must assume \( \gamma \geq d_{min} > 0 \), namely depths of any points in any cameras are larger than \( d_{min} \). By this way, the lipschitz constant \( \lambda_i \) in Eqn 21 is bounded. However, this assumption makes the variable domain non-convex. Note \( \Omega \) as the domain of variables that make depths are less than \( d_{min} \). Since \( d_{min} \) can be set small, \( \Omega \) is also small. We have to guarantee that the variables are not in \( \Omega \) in the optimization process. This is indeed uneasy for general non-convex optimization problem. Fortunately, the global bundle adjustment problem has a good initialization from previous SFM steps and the depths of scenes to be reconstructed are usually larger than a small \( d_{min} \). This two conditions guarantee that the initial and the optimal variables are neither in \( \Omega \). Besides, the good initialization enables us to assume the initial and optimal variables are close, so we can assume any variable values in the iteration should not be in \( \Omega \).

Then we will analyze \( \partial \epsilon / \partial x = \partial \epsilon / \partial C \cdot \partial C / \partial x \), where \( x \) can be camera rotations, centers, focal length or principle point. It is clear that \( C \) is linear with camera center, focal length and principle point, so the partial differential of \( \epsilon \) on them will not break the lipschitz-continuity. However, the partial differential on rotation may have problems. We need consider the parameterization of rotation. Note the parameterization of rotation \( R \) as \( R_\tau \). Then \( \partial C / \partial R_\tau = \partial C / \partial R \cdot \partial R / \partial R_\tau \). \( \partial R / \partial R_\tau \) should be constant with \( R \), so we must guarantee \( \partial R / \partial R_\tau \) be local Lipschitz-continuous. The commonly used parameterization of rotation includes quaternion and angle-axis(\( v = \theta w \in \mathbb{R}^3 \)). The map of quaternion to rotation matrix involves the normalization of quaternion, so the gradient is unbounded when quaternion approaches zero. Besides, quaternion is an over-parameterization for rotation, so it leads to communication redundancy. If we use angle-axis as the parameterization of rotations, according to \([33]\),

\[
\frac{\partial R}{\partial v_i} = \frac{v_i [v \times (I - R) l_i]_x}{\|v\|^3} R,
\]

(25)

where \( I_i \) is the \( i \)th row of identity matrix \( I \). Although \( \|v\|^2 \) is the divisor here, \([33]\) shows \( \lim_{v \to 0} \frac{\partial R}{\partial v_i} = l_i \), which is a constant. Therefore, the gradient of the exponential map can be proved as Lipschitz-continuous and angle-axis is the minimum description for rotation. Hence, angle-axis can be adopted as the parameterization of rotation in the proposed algorithm.

If the camera model contains distortions, the commonly used radial distortion does not involve any division or square root, so it will not induce other elements to break local Lipschitz-continuity.

Based on above analysis, we can conclude the following statement.

**Theorem 1.** With the bundle adjustment objective function 1, let \( \{ E^t, R^t, P^t \} \subset \mathbb{R}^{6N} \times \mathbb{R}^{11L} \times \mathbb{R}^{3M} \) denote a sequence generated by Algorithm 1, where \( I \) is the dimension of intrinsic parameter and each \( E^t = \{(r^t_R, e^t)\} \subset \mathbb{R}^{6N} \times \mathbb{R}^{3N} \) where \( r_R \) is the angle-axis presentation of rotation and \( c \) is the camera center. Suppose the gradient of distortion function is Lipschitz-continuous and the scene depth \( d \) is bounded from below by \( M^2_{d_\max} \) \( m_\max \geq d_{min} > 0 \) for all cameras and points in the sequence generated by Algorithm 1, then, there exists a \( \rho_{\min} = (\rho^t_{\min}, \rho^d_{\min}, \rho^p_{\min}) \) such that if each element in \( \rho \) of Algorithm 1 is larger than the corresponding one in \( \rho_{\min} \). Algorithm 1 is guaranteed to converge to a local minimum of Eqn. 1.

There are four differences of the statement from the one in [23]. Firstly, the rotation parameterization is required as angle-axis to satisfy the local Lipschitz-continuity since the proximity operator works on camera parameters. Secondly, we consider distortions of the camera model and give the requirement of distortion function. Thirdly, we also consider the non-consensus term and its penalty to guarantee the local Lipschitz-continuity more validly. Lastly, the depth conditions are more strong that requires all the depths computed by variables in the sequence should larger than \( d_{min} \). This is still an acceptable condition for a good initialization from previous SFM steps. We will discuss the situation this condition is not satisfied in section 6.3.

**3.2 Improving convergence rate**

In this section, we will introduce two extensions of ADMM algorithm to improve the convergence rate.

**3.2.1 Self-adaptive penalty**

It is obvious that if the penalty parameter \( \rho \) is too large, the algorithm will converge slowly. Otherwise, the algorithm will yield diverged results according to the analysis in section 3.1. According to the iterations in Eqn. 17, large penalty on violations of primal feasibility results in small primal residual \( r \). Conversely, small penalty leads to small dual residual according to the definition of dual residual \( s \) in Eqn. 18. Therefore, we adopt the scheme introduced in \([34]\).

\[
\rho^t_{\epsilon} = \begin{cases} 
\rho^t_{\epsilon}^{incr} & \text{if } |r^t| > \mu_1 \|s^t\| \\
\rho^t_{\epsilon}^{decr} & \text{if } |s^t| > \mu_2 \|r^t\| \\
\rho^t_{\epsilon} & \text{otherwise}
\end{cases}
\]

(26)

where \( \rho^t_{\epsilon}, s^t \) and \( r^t \) mean the different components of \( \rho, s \) and \( r \) corresponding to the parameters of different cameras. Since each parameter is independent, we adopt different penalty parameters for different parameters of different cameras and points. Since \( u_i = e_i / \rho \) in Eqn. 12, when \( \rho \) multiplies \( \tau \), the corresponding \( \tilde{d}^t_{k+1} \) and \( d^t_{k+1} \) should be divided by \( \tau \).
3.2.2 Over-relaxation

Over-relaxation scheme can be adopted in the ADMM iteration of Eqn. 6 according to the analysis in [35], where $A_x \epsilon^{t+1}$ can be replaced with $(1 + \alpha^t)A_x \epsilon^t + \alpha^t(Bz^t - w)$ in the iteration of Eqn. 6. Substituting the bundle adjustment configuration on the over-relaxation scheme, we can obtain the over-relaxed iteration of Eqn. 16:

$$
\begin{align*}
(\epsilon_i^t)^{t+1} &= (\epsilon_i^t)^t + (1 + \alpha^t) \left( (\epsilon_i^t)^t - \epsilon_i^{t+1} \right), \forall i, k, \\
(d_i^t)^{t+1} &= (d_i^t)^t + (1 + \alpha^t) \left( (d_i^t)^{t+1} - d_i^{t+1} \right), \forall l, k,
\end{align*}
$$

(27)

where $\alpha^t \in (0, 1]$ and $\lim_{t \to \infty} \sum \alpha^t (1 - \alpha^t) = +\infty$ [36]. The experiments in [37], [38] suggest that $\alpha^t \in [0.5, 0.8]$ should improve the convergence rate.

4 The Distributed Implementation

In this section, we will describe the implementation details to reduce the overhead further more and improve the convergence rate.

4.1 Block splitting

Few previous works on the parallel or distributed bundle adjustment discuss how to split blocks. [21] adopts graph cut to get a partition minimizing the edges that span the visibility graph, so that the overlapped region including cameras and points is minimized. Our method only broadcasts all the cameras in different nodes to the master node to compute Eqn. 15. Suppose parameters of each camera are independent, the total overhead of one iteration in our distributed method is proportional to

$$
\sum_{i=1}^{K} |\mathcal{E}_i| = \sum_{i=1}^{N} n_i,
$$

(28)

However, it is NP-hard to minimize the above overhead. Referring to [21], we transform the problem to a graph cut problem on the camera-point visibility graph.

If the $i$th camera appears in $n_i$ blocks, the number of links between the camera and its visible points which will be cut (the link with the light color shown in Fig.1) is at least $n_i - 1$. Hence, $\sum_{i=1}^{N} n_i \leq \sum_{i=1}^{N} E_i + n_i$, where $E_i$ is the number of cut edges on the $i$th camera. Therefore, we can minimize the upper bound of Eqn. 28 by graph-cut in the visibility graph between cameras and points to obtain the sub-optimization of Eqn. 28. Meanwhile, it is better that each block has unbiased number of cameras and points to balance the load of each node. Therefore, Normalized-Cut [39] is a proper algorithm to implement the graph cut. After the graph cut, we collect points and cameras viewing those points in different blocks.

However, for very large scale data-sets with high capturing density, cameras, points and edges in visibility graph are so many that the graph cut algorithm cannot work on one machine. To tackle this problem, we first divide the points just by KD-Tree [40] into the first-level blocks which can be split by graph cut and also collect all the cameras viewing those points in each first-level block to construct the sub-graphs. After that, we perform graph cut on each sub-graph to get the blocks which will be used in the distributed bundle adjustment algorithms. The details of the block splitting are listed below.

1: function SPLIT($\mathcal{E}$, $\mathcal{P}$, $K$, $M$) $\triangleright$ $M$ is the maximum number of vertexes Normalized-Cut algorithm can deal with.

2: Construct the visibility graph $\mathcal{E}$ where vertexes are cameras in $\mathcal{E}$ and points in $\mathcal{P}$ and there is an edge if one camera can view one point

3: if $|\mathcal{E}| + |\mathcal{P}| \leq M$ then

4: Split graph $\mathcal{E}$ by Normalized-Cut into $K$ sub-graphs and insert sub-graphs into $\mathcal{G}$

5: else

6: Split points into $K_s = (|\mathcal{E}| + |\mathcal{P}|)/M$ blocks by KD-Tree

7: for each points block $B_i$, $i = 1, ..., K_s$ do

8: Construct sub-graph $G_i$ where vertexes are points in $B_i$ and cameras viewing points in $B_i$

9: Split graph $G_i$ by Normalized-Cut into $K/K_s$ sub-graph and insert sub-graphs into $\mathcal{G}$

10: end for

11: end if

12: for each sub-graph $G_k \in \mathcal{G}$ do

13: Insert all points in $G_k$ into $\mathcal{P}_k$

14: Insert all cameras in $G$ with an edge to points in $G_k$

15: end for

16: end function

4.2 Parameter setting

Although we adopt the self-adaption scheme for the penalty parameters $\rho$ in section 3.2, we still need set a proper initial value for the penalty parameters.

The analysis in section 3.1 shows that the penalty parameters should be larger than the Lipschitz constant of the objective function gradient. However, too large penalty parameters may lead to low convergence rate. The Lipschitz constant is difficult to estimate, so we set the initial penalty parameters intuitively according to the estimated range of parameters and the ratio of observations, cameras and points. Since the penalty parameters should balance the errors of $r$ on points as $\alpha^t$.

The convergence threshold $\epsilon^{prim}$ and $\epsilon^{dual}$ in Eqn. 19 are set according to the initial penalty parameters, $\epsilon^{prim}$ is set as $10^{-5} \times N$ and $\epsilon^{dual}$ is set as $10^{-5} \times (2N\rho_m^0 + M\rho_p^0 + L(\rho_l^0 + 3\rho_l^0))$.

In the self-adaption scheme in section 3.2, we need to set four parameters $\mu_1$, $\mu_2$, $\tau^{incr}$ and $\tau^{decr}$. Since the dual residuals are proportion with the penalty parameters and primal residuals are independent of the penalty parameters, generally, with large
penalty parameters, the dual residuals are always much larger than
the primal residuals in the iterations in Eqn. 26. Thus, we set
µ according to the initial penalty parameters as \( \mu_1 x = 10/\rho_1^0 \)
and \( \mu_2 x = 10\rho_2^0 \). τ\_incr and τ\_decr are both set as 2. In this
way, the penalty parameters fluctuate on large enough values to
guarantee the convergence. The over-relaxation coefficient in our
experiments is set as 1.5.

5 EXPERIMENTAL RESULTS

The proposed algorithm is implemented in C++ and run on PCs
with Intel(R) Core(TM) i7-4770K 3.50GHz processors with 8
threads and 32GB memory. The communication speed is about
10MB/s among different nodes. We assign each thread one block
and the number of used computers depends on the number of
blocks according to the data scale. The method is a meta-algorithm
independent of the specific optimization method for the iteration
used as the optimization tool for each block’s optimization in our
experiments. We test our algorithm on the public online data-sets
and our aerial photo data-sets. We choose the public online data-
experiments. We test our algorithm on the public online data-sets
used as the optimization tool for each block’s optimization in our
blocks according to the data scale. The method is a meta-algorithm
and the number of used computers depends on the number of
computers with 8
threads and 32GB memory. The communication speed is about
10MB/s among different nodes. We assign each thread one block
together the ground. Street is
captured in both aerial and street view and some of cameras look
forward in the street view. Selected images and screenshots of the
Structure-from-Motion results of those four aerial photo data-sets
are shown in Fig. 2. The number of intrinsic parameters shared by
all cameras are one in Buildings, five in Town and 45 in City.
Intrinsic parameters of cameras in other data-sets are independent.
Since overlapping regions of the method of [21] for most of our
data-sets account for at least half of the whole regions, it is nearly
equivalent to do bundle adjustment in one machine. Therefore,
we mainly compare our algorithm with the point consensus based
method in [23]. To share intrinsic parameters in Buildings, Town
and City in the experiment of the point consensus based method,
we modify the method to average intrinsic parameters. Table 1
shows the numbers of cameras, points, observation, blocks of
all data-sets and the optimized results by the traditional single
machine bundle adjustment method [19] for above data-sets which
can be optimized in one single machine.

5.1 Initialization

The local Lipschitz-continuity in section 3.1 requires the input
of the optimization should be good enough, so the initialization,
namely the Structure-from-Motion steps before the global bundle
adjustment are very important.

We use a comprehensive Structure-from-Motion method [43]
based on previous very large scale SfM works [7], [8], [44] with
divide-and-conquer to obtain the SfM results before the final
global bundle adjustment. In this method, the initial match graph
of images is cut by a similar method with our splitting method
in section 4.1, while the overlapping and completeness of each
cluster are also guaranteed. Then local incremental SfM, which
is implemented as Bundler [44], is performed in each cluster to
register cameras in each cluster in each local coordinate system
and filter out bad matches. At last, robust global motion averaging
is performed on all clusters to register all cameras in a global
coordinate system.

To guarantee the requirement in in section 3.1 that all depths
are larger than \( d_{min} \) in the optimization, before the global bundle
adjustment, we will filter outlier points according to their depths.
We first compute the average depths of all points to all cameras.
Then we filter out reprojections whose depths are less than 1% of
the average depth.

In the following experiments, we first test how our splitting
algorithm in section 4.1 optimizes the overhead and compare the
overhead of our algorithm with the point consensus method [23].
Then, we compare the convergence of the two method. In the
comparison, we will also show how the over-relaxation and self-
adaption scheme affect the convergence rate.
TABLE 1: This table shows the data-scale of each data-set, containing the number of cameras($N$), the number of points($M$) and the number of observation($|Q|$). $K$ is the number of blocks, which is decided according to the number of cameras of each data-set. “Error” is the average reprojection error of each observation with unit pixel after the data is optimized by one single machine method implemented by Ceres Solver [41] with preconditioners in [19]. KDTree and NCut are different methods to split blocks for our algorithm. KDTree just splits blocks so that each block has the same number of points and NCut is the splitting algorithm described in section 4.1. PC is the point consensus method in [23]. Since [23] does not discuss the splitting method, we use the graph cut method similar to the method in section 4.1. $N_c$ is the number of cameras to be broadcasted in one iteration in our algorithm and $N_p$ is the number of points to be broadcasted in one iteration in method PC. $B$ is the real size of data to be broadcasted in one iteration. $T$ is the total time including computing and communication in one iteration. $r_o$ is the ratio between the communication time and total time.

| Dataset     | $N$  | $M$  | $|Q|$ | $K$ | Error | KDTree | NCut | PC |
|-------------|------|------|------|-----|-------|--------|-------|----|
| Buildings   | 510  | 260k | 1.40M| 32  | 1.21  | 3.42k  | 2.23k | 4.57k|
| Final 961   | 961  | 187k | 1.69M| 32  | 0.760 | 26.0k  | 2.42  | 2.54k|
| Roman Forum | 1084 | 158k | 1.12M| 32  | 0.531 | 12.0k  | 1.10  | 9.66k|
| Street      | 1130 | 347k | 2.00M| 64  | 1.04  | 22.6k  | 2.07  | 13.4k|
| Ladybug     | 1723 | 157k | 6.79k| 64  | 0.739 | 19.9k  | 1.82  | 10.2k|
| Venice      | 1778 | 994k | 5.00M| 64  | 1.11  | 21.6k  | 1.98  | 20.6k|
| Piccadilly  | 2152 | 136k | 9.20M| 64  | 0.613 | 30.9k  | 2.83  | 23.5k|
| Trafalgar   | 5288 | 214k | 1.82M| 128 | -     | 92.7k  | 8.49  | 53.4k|
| Final 13682 | 3632 | 146M | 3.75M| 256 | -     | 311k   | 46.8  | 282k|
| Town        | 36428| 27.8M| 3.51M| 1024| -     | 412k   | 18.9  | 365k|
| City        | 138193| 100.2M| 10088M| 2048| -     | 910k   | 45.9  | 693k|

5.2 Overhead

Fig. 4 shows the visualization of splitting results of each data-set. Since our splitting method divides the large problem by Normalized-Cut on camera graphs instead of regions, different blocks may intersect with each other, especially the results of Final 961 and Final 13682. Since City is so large that the Normalized-Cut algorithms cannot work on it, KD-Tree [40] is performed first. The splitting result visualization of City in Fig. 4 shows the regular bounds of the KD-Tree splitting.

Table 1 shows the size of data to be broadcasted in one iteration, time used in one iteration and the ratio for which communication among different nodes accounts of total time in one iteration. Our method need broadcast all the camera parameters and each camera contains 6 extrinsic parameters and 6 camera intrinsic parameters according to our experiment configuration.

Firstly, we compare the splitting algorithm in section 4.1 with the method that just splits blocks equally by KD-Tree so that each block contains the same number of points. Table 1 demonstrates the splitting algorithm indeed reduces the total number of cameras to be broadcasted, especially for the densely captured data-set Ladybug, Trafalgar, Final 13682 and City, for which the proposed method reduces nearly half of the data to be broadcasted.

Then, we compare the proposed method with the point consensus method in [23]. Since the splitting method is not discussed in [23], in the comparison, we modify the method in section 4.1 so that we collect the cameras and all the points viewed by those cameras after graph cut to minimize the points to be broadcasted in the point consensus method. Table 1 demonstrates that the cameras to be broadcasted in our method are less than the points to be broadcasted in the point consensus method by one or two orders of magnitude. Here, since we consider the optimization of camera intrinsic parameters in the bundle adjustment, each camera has to transfer 6 or 12 parameters, more than the parameters each point transfers. However, since the number of cameras to be broadcasted is much less than points, the total size of data to be broadcasted in our method is still less than the point consensus method. The more densely the data captured, the more data size reduced in broadcasting. On data-sets Venice, Final 13682, Town and City, the proposed method reduces the data to be broadcasted by 4 to 10 times in table 1.

Since our method splits blocks by points instead of cameras, the blocks in our methods have more cameras than points, while the blocks of points consensus method have more points than cameras. The number of cameras have more influence on the time used in local bundle adjustment of each block. Therefore, the local bundle adjustment of blocks in our method is a little slower than the compared method each iteration. However, with the increment of data scale and nodes used in the distributed system, the communication overhead accounts for more ratio among total time. Shown as Fig. 3, with the increment of number of used blocks, the total time reduces each iteration and the time cost by
Fig. 4: The visualization of splitting results and convergence curves of each method for each data-set. In the visualization of splitting results, different colors mean different blocks. The vertical axis of average reprojection errors uses the logarithmic scale to stand out the changes in the last iterations.
TABLE 2: This table shows the number of iterations when each method satisfies the stop criterion for each data-set and average reprojection errors of each observation when they converge. $N_{it}$ is the number of iterations and “Error” is the average reprojection error of each observation with unit pixel. CC is our algorithm with over-relaxation and self-adaption scheme, which means camera consensus. $CC_{nr}$ is our algorithm without the over-relaxation scheme and $CC_{na}$ is the one without the self-adaption scheme. $PC$ is the method in [23], meaning point consensus.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Convergence</th>
<th>Error</th>
<th>CC</th>
<th>CC</th>
<th>$CC_{nr}$</th>
<th>$CC_{na}$</th>
<th>$PC$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{it}$</td>
<td></td>
<td></td>
<td></td>
<td>$N_{it}$</td>
<td>$E_{it}$</td>
<td></td>
</tr>
<tr>
<td>Buildings</td>
<td>64</td>
<td>1.23</td>
<td>72</td>
<td>1.35</td>
<td>100</td>
<td>1.39</td>
<td>87</td>
</tr>
<tr>
<td>Final 961</td>
<td>22</td>
<td>0.763</td>
<td>30</td>
<td>0.801</td>
<td>14</td>
<td>0.820</td>
<td>25</td>
</tr>
<tr>
<td>Roman Forum</td>
<td>22</td>
<td>0.536</td>
<td>25</td>
<td>0.542</td>
<td>50</td>
<td>0.590</td>
<td>23</td>
</tr>
<tr>
<td>Street</td>
<td>85</td>
<td>1.04</td>
<td>87</td>
<td>1.10</td>
<td>100</td>
<td>1.05</td>
<td>76</td>
</tr>
<tr>
<td>Ladybug</td>
<td>31</td>
<td>0.745</td>
<td>32</td>
<td>0.801</td>
<td>34</td>
<td>0.810</td>
<td>32</td>
</tr>
<tr>
<td>Venice</td>
<td>16</td>
<td>1.13</td>
<td>17</td>
<td>1.15</td>
<td>12</td>
<td>1.18</td>
<td>20</td>
</tr>
<tr>
<td>Peckyaddi</td>
<td>17</td>
<td>0.614</td>
<td>13</td>
<td>0.625</td>
<td>19</td>
<td>0.686</td>
<td>11</td>
</tr>
<tr>
<td>Trafalgar</td>
<td>10</td>
<td>0.580</td>
<td>15</td>
<td>0.601</td>
<td>12</td>
<td>0.597</td>
<td>10</td>
</tr>
<tr>
<td>Final 13682</td>
<td>24</td>
<td>1.01</td>
<td>30</td>
<td>1.04</td>
<td>23</td>
<td>1.08</td>
<td>22</td>
</tr>
<tr>
<td>Town</td>
<td>83</td>
<td>1.76</td>
<td>96</td>
<td>1.87</td>
<td>98</td>
<td>1.89</td>
<td>96</td>
</tr>
<tr>
<td>City</td>
<td>41</td>
<td>1.36</td>
<td>59</td>
<td>1.38</td>
<td>34</td>
<td>1.43</td>
<td>61</td>
</tr>
</tbody>
</table>

communication increases. The communication time in our method increases much slower than the compared method. For Town in Fig. 3, the total cost time each iteration in our method is less than the compared method after the number of blocks is larger than 128. On large scale data-sets Final 13682, Town and City, our method saves 20%-80% time, while the point consensus method spends more than half of time on communication. Therefore, our method has higher scalability when we use more blocks and deal with larger scale data-sets.

5.3 Convergence

Fig. 4 shows the convergence curves of each method for each data-set and table 2 provides the average reprojection error of each observation and the number of iteration when the algorithms satisfy the stop criterion in Eqn. 19.

We first test the over-relaxation and self-adaption scheme for our algorithm. The curve in Fig. 4 shows that the over-relaxation facilitates the convergence after several iterations. To test the effect of the self-adaption scheme, we adopt the strategy in [23] for the algorithm without self-adaption as comparison. In that strategy, the penalty parameters increase 0.01 times in each iteration. Table 2 shows that the algorithm without self-adaption converges slowly or converges fast in a larger error. Fig. 4 shows that the algorithm with self-adaption always has a non-smooth curve. The reason is the penalty parameters decrease when the primary residual is much smaller than the dual residual and the curve will converge faster after the penalty is set smaller.

To compare with the point consensus method in [23], we modify the penalty parameter setting in [23] since we normalize all the data-sets. The initial penalty parameter on each point position is $10^5 \times |Q|/M$ same as the one in our method. We also adopt the over-relaxation and the self-adaption scheme on the point consensus method. Table 2 shows the point consensus method always converges in little larger errors, though it converges faster for some data-sets. Intuitively, single points influence weaker than cameras in the bundle adjustment problem and the more parameters to be averaged, the slower the ADMM algorithm converges. Thus, camera consensus outperforms the point consensus one on convergence rate.

6 DISCUSSION

In this section, we will discuss some problems in our practical large scale projects and the future work.

6.1 Robust loss function

In section 3.1, we obtain the conclusion that the proposed method requires the gradient of the objective function should be local Lipschitz-continuous. Therefore, if one robust loss function does not break Lipschitz-continuity of the objective function gradients, the robust loss function can be used here to replace the $l_2$ normal loss.

Here, we try to use one commonly used robust loss function - Huber loss [45] in our practical projects. In Huber loss, the loss will be linear with the error when the error exceeds the threshold, otherwise it is the square of errors. Since the gradient of the linear interval is much smaller than the square one, it has smaller local Lipschitz-constants. The analysis in section 3.1 shows that penalty parameters $\rho$ should be larger than the lipschitz-constant, so Huber loss requires smaller penalty parameters and may accelerate the convergence rate. Here, we show the comparison of convergence curves obtained by our method with $l_2$ normal and Huber loss in Fig. 5. This experiment is performed on data-set Town. The threshold parameter of Huber loss is set as 4 here. Since Huber loss objective function has lower loss than $L_2$-normal, the average loss is smaller. Fig. 5 shows Huber loss objective function converges faster.

6.2 Post-optimization

Although we set a stopping criterion in Eqn. 19, sometimes, the practical large projects do not reach the criterion after many iterations. Therefore, in practice, we also set a maximum iteration number to stop the method to guarantee the global bundle adjustment can be completed in required time. However, if the method is not stopped by the stopping criterion in Eqn. 19, the cameras will not be accurate enough for the following 3D reconstruction steps, since the camera poses are just averaged in the end. To guarantee the camera accuracy for the following 3D reconstruction steps, we will fix all points and optimize each camera or each camera group in parallel. Since the bundle adjustment of each camera or camera group requires much smaller memory and can be performed in parallel, this step is scalable and fast. Since the points have been optimized to good enough positions in previous ADMM iterations, the cameras poses by this post-optimization are accurate enough.
6.3 Outlier cameras
The convergence condition local Lipschitz-continuity in section 3.1 actually requires we have a good enough initialization and all the depths should be larger than $d_{\text{min}}$ in the optimization process. However, in practice, the previous Structure-from-Motion steps may pass some outlier cameras which have many mismatches and should have been filtered out. We find that, in the ADMM iterations, these outlier cameras always introduce large reprojection errors and those outlier reprojections always have small depths, which means that the requirement in section 3.1 is not satisfied. In the following iterations, one outlier camera with large reprojection errors will propagate its wrong poses to its neighborhood in the next iteration and result the whole data-set into divergency.

To avoid this situation, in each iteration, we should check the reprojection errors of each camera. If we find one camera have a very large reprojection error, we should remove this camera immediately before its error propagates to others. After outlier cameras are removed, the energy function will tend to descend stably instead of divergency. This remedy forces all the variables satisfy the requirement in section 3.1 in the optimization process.

6.4 Future work
As [25] says, ADMM algorithm may be very slow to converge compared with traditional optimization methods, such as Newton’s method or LM algorithm. Therefore, we suggest the proposed method should be used in very large scale data-sets, especially in the case that in-core optimization methods cannot work. In small data-sets, the proposed method may be slower than in-core methods since it may need many iterations of in-core methods to converge though each iteration is fast. Therefore, we may try ADMM algorithm on other very large scale 3D reconstruction tasks.

One of large scale 3D reconstruction tasks that ADMM algorithm can work on is global motion averaging in Structure-from-Motion. In the divide-and-conquer SFM method [43], although incremental SFM of each small block can be completed in parallel to decompose the large scale problem, the method requires global motion averaging to register all the small blocks into a global coordinate system. The global motion averaging task has the similar space cost with the global bundle adjustment, but it also has its own difficulties. One reason why ADMM algorithm can work on the non-convex problem bundle adjustment is that we already has good enough initialization before the global bundle adjustment. However, in the global motion averaging task, we do not have an initialization and rotation averaging task is non-convex. Some translation averaging objective functions [46], [47] are convex and ADMM algorithm can be applied on them. Another problem is the topology of tasks. The reason why the bundle adjustment problem can be decomposed easily is that the problem is defined on a bipartite graph, camera-points visibility graph. But motion averaging tasks are always defined on camera connection graph, it is not easy to define the variables to be consensus. We should also consider above problems when we want to apply ADMM algorithms to other optimization tasks in 3D reconstruction.

7 Conclusion
In this paper, we propose a distributed bundle adjustment algorithm based on camera consensus for very large scale data-sets. Our key contribution is that we distribute points in different nodes of the distributed system and broadcast cameras for consensus. The camera consensus reduces the size of data to be broadcasted in each iteration and thus saves much overhead in the distributed system. Besides, we adopt the over-relaxation and self-adaption scheme to improve the convergence rate. The experiments demonstrate our camera consensus method outperforms the state-of-the-art method in efficiency and accuracy. In the end, we discuss some problems which should be noted in practice and other 3D reconstruction tasks which ADMM algorithms can work on.
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