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Microblogging platforms, such as Twitter, have already played an important role in recent cultural, social
and political events. Discovering latent topics from social streams is therefore important for many down-
stream applications, such as clustering, classification or recommendation. However, traditional topic models
that rely on the bag-of-words assumption are insufficient to uncover the rich semantics and temporal aspects
of topics in Twitter. In particular, microblog content is often influenced by external information sources, such
as web documents linked from Twitter posts, and often focuses on specific entities, such as people or organi-
zations. These external sources provide useful semantics to understand microblogs and we generally refer
to these semantics as auxiliary semantics. In this paper, we address the mentioned issues and propose a
unified framework for Multi-faceted Topic Modeling from Twitter streams. We first extract social semantics
from Twitter by modeling the social chatter associated with hashtags. We further extract terms and named
entities from linked web documents to serve as auxiliary semantics during topic modeling. The Multi-faceted
Topic Model (MfTM) is then proposed to jointly model latent semantics among the social terms from Twit-
ter, auxiliary terms from the linked web documents and named entities. Moreover, we capture the temporal
characteristics of each topic. An efficient online inference method for MfTM is developed, which enables our
model to be applied to large-scale and streaming data. Our experimental evaluation shows the effective-
ness and efficiency of our model compared with state-of-the-art baselines. We evaluate each aspect of our
framework and show its utility in the context of tweet clustering.
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1. INTRODUCTION

In recent years, social media and in particular microblogs have seen a steep rise in
popularity, with users from a wide range of backgrounds contributing content in the
form of short text messages. Twitter!, a popular microblogging platform with over 500
million users is at the epicenter of the social media explosion. In Twitter, users are able
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to create and publish short posts, referred to as tweets, in real time. Discovering latent
topics from social streams is therefore important for many downstream applications,
such as classification, clustering and user modeling [Jin et al. 2011; Rosa et al. 2010].

However, there is still a lack of accurate and efficient models for unsupervised topic
modeling in microblogs. Current topic models employ a simplistic bag-of-words view
of a “topic” [Blei et al. 2003; Zhao et al. 2011]. These methods fail to distinguish the
rich semantics of microblog topics, such as which entities (e.g., people, organizations
or locations) are being discussed. Moreover, temporal aspects of topics have not been
fully addressed, although microblog topics develop in a dynamical manner. Figure 1
illustrates the mentioned characteristics of a topic in Twitter.

General terms Persons

libya, hrw, report, forc, \ Muammar Gaddafi,

law, human, kill, abus, Topic: Hadi al-Mahdi,

investig, gaddafi, protect, ... “Arab resol;nions” Hosni Mubarak, ...

Locations — l Organizations
oy - Trending United Nations,
‘““‘dean § Human Rights Watch,
) o NATO,...

Egypt

Fig. 1: Multiple facets of a topic discussed in Twitter

Topic modeling in microblogs faces many new challenges compared with traditional
domains such as web documents. We summarize the main challenges as follows.

— Very brief content: microblog posts are short in length, with only 140 characters avail-
able to convey the author’s message. This lack of context motivates the use of addi-
tional sources of semantics.

— Entity-oriented: microblog posts often discuss specific entities, such as famous peo-
ple, organizations, or geographic locations [Celik et al. 2011]. Traditional models for
textual data fail to utilize the various entity types available in microblogs.

— Facilitating social interaction: social tags in microblog posts (called hashtags in Twit-
ter) present a new kind of social metadata generated by the public, with dynamic
trending characteristics. In Section 3.2, we discuss how the “voice of the crowd” as-
sociated with hashtags can aid topic modeling. Also, we measure the importance of
recency when modeling the social chatter associated with hashtags.

— Dynamic: topics in microblogs are constantly evolving, implying the need to model
their temporal characteristics. Moreover, the evolving nature of social content calls
for scalable and updatable models.

Previously proposed topic models are not sufficient to cover the above-mentioned
issues in a unified manner. Rather, they only focus on isolated aspects of the topic
discovery problem. First, some topic models consider the temporal dimension (e.g.,
Wang and McCallum [2006]). Second, entity-topic models (e.g., Newman et al. [2006])
consider named entities, however do not distinguish different types of entities. Third,
some models utilize auxiliary data to aid topic discovery in short documents (e.g., Jin et
al. [2011]). To tackle these issues in a unified and comprehensive manner, we establish
a topic modeling framework illustrated in Figure 2. The framework can be divided into
the following major components: (1) web document-based semantic enrichment, (2)
time-sensitive hashtag-based semantic enrichment, and (3) multi-faceted topic model.

When observing Twitter posts, we notice that users often comment about issues
happening in the world. Such comments may range from opinions about news events
to business announcements. This observation motivates us to integrate two sources of
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Fig. 2: Multi-faceted Twitter Topic Modeling Framework

semantics within the proposed framework. On the one hand, we consider social seman-
tics, which are produced by users in Twitter. On the other hand, we utilize auxiliary
semantics, which originate from external information sources. In a Twitter post, the
linkage to auxiliary information may be shown explicitly by including a URL link. For
this reason, our framework utilizes the linked web documents as they are an easily
accessible source of auxiliary information. In general, other sources of auxiliary se-
mantics may also be integrated in our framework.

Our framework takes Twitter posts as input. As a pre-processing step, the short
posts are then enriched by extracting auxiliary terms and named entities from the
linked web documents. Posts are further enriched by extracting social terms that co-
occur with hashtags, thus obtaining additional semantics from the “voice of the crowd”.
To extract latent topics from the pre-processed data, we adopt a topic modeling ap-
proach and propose the Multi-faceted Topic Model (MfTM). In essence, each latent
topic obtained by MfTM has multiple orthogonal ‘facets’. For example, the latent topic
‘Arab revolutions’ may consist of the following six facets: social terms from Twitter
(e.g. 'protest’, ’omg’, ’gather’), auxiliary terms from linked web documents (e.g. 'libya’,
‘war’, 'protest’), person names (e.g. ’Muammar Gaddafi’), organizations (e.g. 'United
Nations’), location names (e.g. 'Libya’, 'Egypt’) and a temporal distribution (cf. Fig. 1).

Parameter inference is a known bottleneck of topic models, in particular in face of
the scale of microblog data. We therefore build upon the recent advances in variational
inference methods and develop an “online” inference algorithm for MfTM. In contrast
to Gibbs sampling or batch variational inference, our algorithm processes data in a
streaming fashion. As we show in our evaluation, our inference method easily scales
to large datasets and has the advantage of continuous updatability.

Our framework is able to serve two purposes. First, MfTM discovers a set of latent
topics from Twitter data. Second, MfTM can be used to transform unstructured text in
tweets into a rich multi-faceted topic representation. The representation can be used
in further applications, such as clustering, user profiling or recommendation.

In this paper, the performance of MfTM is evaluated on the task of tweet clustering.
By comparing against multiple baselines, we demonstrate that MfTM is more suitable
to microblog streams than standard topic models.

Our contributions are summarized as follows.

— We propose a Multi-faceted Topic Model (MfTM), which extracts latent topics from
semantically-enriched posts and models multiple facets of information associated
with each topic: social terms facet, auxiliary terms facet, named entity facets and
a temporal distribution. We develop an efficient inference algorithm, which makes
our model scalable and updatable.
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— We propose a pre-processing method for microblog posts, referred to as Time-sensitive
Hashtag-based Semantic Enrichment. The method is used to enrich the semantics of
posts containing hashtags, by producing a list of the most significant terms associated
with a hashtag and a timestamp. We further propose a detailed parametrization,
which considers the recency sensitivity of each hashtag.

— We conduct a detailed evaluation of our framework and study the effectiveness of
each component. We evaluate the proposed hashtag-based and web-document-based
semantic enrichment methods and show that both methods are important for improv-
ing the quality of the discovered topics. On the task of tweet clustering, we demon-
strate that our framework is able to outperform multiple baseline topic models.

The rest of the paper is structured as follows: We first discuss related work in Section
2. In Section 3, we present individual components of our framework for multi-faceted
topic modeling in Twitter. Section 4 presents our experimental evaluation. Finally, we
conclude our findings and discuss relevant issues for future work in Section 5.

2. RELATED WORK

Two categories of work that are most related to this paper are semantic enrichment
and topic modeling.

Semantic Enrichment. To tackle the short length of microblog posts, methods for
incorporating additional semantics have been proposed. Abel et al. [2011] identify on-
line news articles related to the posts, in order to extract named entities and include
them in the user profile. In another approach, posts are mapped to Wikipedia articles
and the existing Wikipedia ontology is utilized for categorization [Genc et al. 2011].
In contrast to these approaches, we perform semantic enrichment based on explicit
URL links included in posts. We obtain both named entities and also the top-k general
terms from the web document. We choose this approach over these methods, since our
approach does not require a matching algorithm, thus reducing computational cost.

Hashtags, however, have not been previously used as a basis for semantic enrich-
ment. Some early work has been done to study the tagging behavior in Twitter [Huang
et al. 2010], retrieving relevant hashtags given a query [Efron 2010], measuring hash-
tags’ interestingness [Weng et al. 2010] and sentiments associated with hashtags
[Wang et al. 2011a]. Groh et a. [2013] doubled each occurrence of a hashtag in a post
to strengthen its role as a topical indicator. To our knowledge, our work is the first
to model the “social chatter” associated with hashtags and to include such additional
semantics into individual posts.

Topic Modeling. Our topic modeling approach is related to previous works on prob-
abilistic topic models. Blei et al. [2003] proposed Latent Dirichlet Allocation (LDA) to
analyze electronic archives. The Topics-Over-Time (TOT) model by Wang and McCal-
lum [2006] incorporates temporal information into LDA, by assuming that the times-
tamps of a topic follow a beta distribution. The topic-aspect model by Paul and Girju
[2010] is proposed to model “multi-faceted” topics. In their definition, a “multi-faceted”
topic is a topic that is expressed differently across different aspects, such as scientific
disciplines. Our focus and definition of multi-faceted topics is therefore fundamentally
different. The entity-topic model by Newman et al. [2006] considers two facets of a
topic: general terms and entities. In contrast, our model considers general terms and
each entity type in a separate facet, as well as modeling timestamps.

In the microblogging environment, Hong and Davison [2010] study approaches to
apply LDA on Twitter data. To improve topic modeling in Twitter, the Twitter-LDA
model by Zhao et al. [2011] aims to demote frequent non-topical words (e.g., “cool”, “to-
day”, etc.) by incorporating the global word distribution. Twitter-LDA is then used to
compare topics in Twitter and in news articles [Zhao et al. 2011]. The DLDA model by
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Jin et al. [2011] aims to improve topic modeling on short documents by incorporating
auxiliary semantics. DLDA estimates a set of “target topics” from short documents and
a set of “auxiliary topics” from auxiliary documents. In our model, auxiliary semantics
are directly integrated into each topic. In addition, our model estimates the importance
of auxiliary versus social terms within each topic, thus allowing more fine-grained con-
trol over the influence of auxiliary semantics.

Our work also builds upon recent advances in topic model inference, in particular
stochastic variational inference [Hoffman et al. 2013]. It enables topic models to be
trained on massive and streaming data, since it operates in a sequential rather than
batch fashion (such as Gibbs sampling [Walsh 2004]). We adopt this technique to de-
velop an online learning method for MfTM. There have been other approaches to online
inference for topic models. In AlSumait et al. [2008] and Lau et al. [2012], online ex-
tensions of Gibbs sampling are proposed, which allow updating the LDA model as new
data arrives. However, these approaches suffer from scalability issues in the face of
real-world dataset scale, since Gibbs sampling is not a streaming algorithm in nature.
Our scalability evaluation demonstrates the strength of our online inference method
and compares with the online Gibbs sampling method by Lau et al. [2012].

Our preliminary work in Vosecky et al. [2013] studied multi-faceted topic modeling
of Twitter content. However, it has not addressed semantic enrichment using social
and auxiliary sources and the integration of such semantics into the multi-faceted
topic model.

3. PROPOSED FRAMEWORK

In this section, we present our Twitter topic modeling framework as illustrated in
Figure 2. We start by discussing data pre-processing methods, which comprise extract-
ing auxiliary semantics from linked web-documents and social terms associated with
hashtags. These semantic enrichment methods are closely tied to the design of the
Multi-faceted Topic Model to improve the quality of the obtained latent topics.

Before discussing the pre-processing methods, we introduce the representation of
microblog posts throughout the paper.

DEFINITION 1. A microblog post is a tuple p = (ap, T,, Hp, Up, ), where a € Ais the
author of the post, T, C T is the set of terms, H, C H is the set of hashtags, U, is the set
of URLs and T, is the timestamp of the post.

DEFINITION 2. An enriched postis a tuple p = (ap, Tp soc, Ip.aus, Ep, Tp) , Where Tp, soc
denotes social terms, consisting of T, and terms inserted during Hashtag-based Seman-
tic Enrichment. T, 4., denotes auxiliary terms inserted during Web-document-based
Semantic Enrichment. E, = {E,1,...,E, x} is a super-set containing X sets of named
entities, each set E, , containing entities of type x.

3.1. Web-document-based Semantic Enrichment

URL links contained in posts provide an opportunity to obtain additional semantics
from the referred web documents. In our framework, such auxiliary semantics are uti-
lized for topic discovery within the Multi-faceted Topic Model. We utilize the referred
web documents in two different ways: (1) to extract the top-%k terms from the web doc-
ument; and (2) to extract named entities. This information is then included in the
enriched post p (cf. Figure 2).

As the first step, we obtain all web documents referred within posts. Second, we
represent the web document corpus in the vector-space model using standard TF-IDF
term weighting [Manning et al. 2008]. From each web document, we select top-k terms
with the highest TF-IDF value. These terms are then included as auxiliary terms 7T}, 4y
of the enriched post p containing the respective URL link u,. We note that the reason
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for including top-k terms from u, rather than the full document, is due to the short
length of p. Thus, we avoid the problem of “overwhelming” the short posts with the long
auxiliary documents. The value of k can be determined experimentally, as discussed in
Section 4.4.3.

Apart from the top-k general terms, we also obtain X types of named entities from
the web documents. Named entities of each type are stored separately within the en-
riched post p for further processing, i.e. E, = {E,1,..., E, x }.

We note that apart from web documents, named entity extraction may also be per-
formed directly on Twitter posts [Ritter et al. 2011]. Such entities may be included into
the enriched post p in the same manner as above. A comparative study of the impor-
tance of named entities extracted from tweets and those extracted from web documents
falls outside the scope of this paper and is thus left as an area for future work.

Finally, we note our framework can also accommodate other alternative sources of
auxiliary semantics (e.g., Wikipedia). The general procedure to semantic enrichment
from an auxiliary domain involves two steps: (1) semantic linkage of a tweet to one or
more auxiliary documents, and (2) top-k term extraction from an auxiliary document
and their inclusion in the original tweet. The specifics of these two steps vary depend-
ing on the domain. Interested readers may refer to relevant work that studies the use
of the desired domain (e.g., Genc et al. [2011] for semantic linkage to Wikipedia).

3.2. Time-sensitive Hashtag-based Semantic Enrichment

Hashtags are user-defined tags included in microblog posts, which indicate the dis-
cussed topics and enable posts related to the same topics to be searched easily. This
facility has recently played a vital role in sharing news and comments related to spe-
cific events or entities [Wang et al. 2011; Weng et al. 2010]. However, to our knowledge
the use of hashtags as a source of additional semantics in order to improve topic mod-
eling has not been previously explored.

In this paper, we utilize hashtags to insert additional social semantics into tweets, in
order to aid the topic discovery task. In essence, we view a hashtag as an agglomeration
of “social chatter” associated with a specific theme. For example, by summarizing all
posts in the last day that contain the hashtag #iphone, we can obtain the “voice of the
crowd” for that day, related to the respective mobile phone product. Our goal is to use
this information to enrich posts that mention the particular hashtag.

Our hashtag-based semantic enrichment method (hash-SE) starts by extracting all
hashtags from the corpus. We then construct a document for each hashtag, which in-
cludes all posts that contain the respective hashtag. If a post contains multiple hash-
tags, it will be included in all the respective hashtag documents. We can then represent
all hashtag documents by using the vector space model. Following the intuitions be-
hind TF-IDF weighting, let TF (¢, h) to be the term frequency of ¢ in posts containing
hashtag h. Let THF(t) be the inverse hashtag frequency, calculated using the number
of hashtags that co-occur with term ¢. Formally, we define a simple measure of the
significance of a term ¢ in the hashtag document as follows:

DEFINITION 3. Term significance (TS) of term t w.r.t. hashtag h is defined as:
TS(t,h) =TFg(t,h) - ITHF(t), 1)

H
where TFy(t,h) = |{plt € T, Ah € Hy}|, THF(t)=log <’{h|3p - E‘T|Ah ] H) :
. p p

p is a post, T, is the set of terms in p, H, is the set of hashtags within p, and H is the
set of all hashtags in the corpus.

However, this method does not take into account the time when a term was used.
Since topics discussed in microblogs often evolve dynamically, fresh information re-
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lated to a particular hashtag is often preferred. Thus, we introduce time-sensitive term
frequency TFy(t, h,7;), where 7, is the time when term ¢ was used. We use the follow-
ing intuition when designing the time-sensitive function: a term should have a higher
weight if it was used close to a queried timestamp. Conversely, a term should have a
lower weight if it was used a long time away from a specific timestamp. Formally, we
utilize a temporal weight function 6,(A) € [0, 1] for each hashtag h, where A = |7, — 75|
is the difference between a queried timestamp 7, and a tweet’s timestamp 7;. The
choice of the function d;, directly affects the importance of recency when calculating
term significance. We discuss further details of the function ¢; in Section 3.2.1.

We now formalize three metrics to capture the time-sensitive significance of a term:

DEFINITION 4. Temporal term frequency (TTF) of term t w.r.t. hashtag h at time 7;
is defined as:

TTF(t,h,7) =Y TFu(t,h,7;) - on(|mi — 751). (2)
J
DEFINITION 5. Temporal hashtag frequency (THF) of term t at time T; is defined as:

THF(t,7;) = Y HF(t,7;) - 0n(|7: — 7). (3)
J
DEFINITION 6. Temporal term significance (TTS) of term t w.r.t. hashtag h at time
7; is defined as:
H|
TTS(t, h,7) =TTF(t,h,7;) -1 —_— . 4
50,1, 7) = TTF( ) 1og (g — @
We note that due to practical reasons, it may not be possible to pre-compute the 7T'S
scores for each time instant separately. A more computationally affordable solution is
to define a suitable time interval and discretize posts’ timestamps. TT'S scores are then
pre-computed for each interval and stored for further usage. Finally, the top-k terms
for each hashtag are selected for each time interval based on the 77'S value.
As a final step, we include the top-k terms based on the post’s timestamp and hash-
tag h into the enriched post p. The post’s original terms T}, and the newly added hash-
tag enrichment terms 7}, -, together form the social terms of p, i.e. T soc = T U Th 7,

3.2.1. Recency Sensitivity of a Hashtag. To control how the importance of terms associ-
ated with a particular hashtag h decreases over time, we utilize a temporal weight
function 6,(A) € [0,1] for hashtag h and time period A (cf. Equations (2)-(4)). Intu-
itively, different hashtags may have a different recency sensitivity (e.g., hot trends vs.
long-term trends)?. In our work, we propose to model the recency sensitivity of content
related to hashtag h as a gaussian, N (u, 07). For a particular term ¢ posted at time 7;
and co-occurring with hashtag h, we model how #’s importance decreases over time by
a gaussian N (7;,07). The temporal weight function &, (A) is then defined as

5n(A) = p(AN (1 =0,07)), (5)

where A is a relative time period.

The most important issue is how to determine the temporal variance o7 for a par-
ticular hashtag h. Let us first illustrate our idea with three examples of hashtags that
we empirically observe in microblogs. First, event-related hashtags become popular
for a limited period of time around a particular event (e.g., #london2012 denoting the
London Olympics 2012). Content related to these hashtags includes timely updates
and commentary related to the event, hence such content is highly recency-sensitive.

2For example, for news-related topics, fresh terms are important and terms older than 1 month may be
considered outdated.
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Date Top 10 terms for #irene T 2011/08/30 12:08
2011/08/22 | hurrican rico iren puerto intermedi gradual season prepar advisori gov Tp | RT @cnnbrk: Hurricane #Irene death toll raised to 36.
2011/08/23 | hurrican carolina unexpect prepared hq rattl cross app download readi (b)
2011/08/25 | evacu plan app west offici cross center local red disast
2011/08/30 | donat rescu anim dog night work vermont power ny pet T 2011/08/30 12:08
2011/09/03 | outag statu aug insid special outer rever nearest paterson yorker Tsoc | RT @cnnbrk Hurricane #lrene death toll raised to 36 donat
2011/09/04 | presid respons paterson tour ceo op gail volunt mcgovern continu rescu anim dog night work vermont power ny pet
(a) ()

Fig. 3: (a) Top 10 most significant terms for hashtag #irene, (b) an example post, (c)
example enriched post after hashtag-based enrichment.

Second, we consider long-term popular hashtags, such as hashtags related to popular
named entities (e.g., #Obama or #London) Although such hashtags may be popular
over a long period of time, content tagged using such hashtags may still be highly
recency-sensitive. In this case, however, the recency-sensitivity is not directly observ-
able from the hashtag’s trending behavior?. Third, daily activity hashtags are used in
microblogs to denote one’s daily activities or feelings (e.g., #AtWork, #ThankGodlts-
Friday). Content related to such hashtags may still provide useful semantics for topic
discovery, since our hashtag enrichment method essentially extracts a “summary” of
such hashtags. However, the recency of such content may be less important.

We note that the above examples do not cover all types of hashtags that appear in
microblogs. However, they show that analyzing a hashtag’s trending behavior alone is
not sufficient to model the hashtag’s recency sensitivity (e.g., metrics used in Huang
et al. [2010]). Moreover, we cannot rely on supervised methods to determine recency
sensitivity due to the dynamic and evolving nature of microblog content. Therefore, we
propose a novel method to determine a hashtag’s recency sensitivity based on users’
re-sharing activity of URL links.

We base our approach on the observation that microblog users often share URL
links along with a hashtag. In our Twitter dataset, nearly 50% of tweets containing a
hashtag also contain a URL (cf. Section 4.1). For each URL link shared in Twitter, we
may obtain a temporal distribution of its re-sharing activity. We then utilize the URL'’s
re-sharing activity to model the importance of recency related to the included hashtag.

Formally, let 7, = {71,72,...,71,|} be the set of timestamps of posts mentioning a
URL u. We assume that the timestamps follow a gaussian, 7 ~ N (i, 02). Here, o2 rep-
resents the temporal variance of sharing activity for u. A small variance indicates a
high recency-sensitivity of u (e.g., sharing of a news article), while a large variance in-
dicates content shared over a long period of time (e.g., sharing of a link to a company’s
official website). Now let U;, denote the set of all URLs that co-occur with hashtag h.
We may then determine h’s recency sensitivity as a weighted average of variances of
all URLs in Uy,

(6)

et S o ws,  we= il
v T u u sy u .
Sy wil 22 S veon IT5]

The weight w, of URL u reflects the popularity of « by the number of times u is shared.
The obtained recency sensitivity of 4 may then be directly used in Equation 5. Finally,
we also need to account for hashtags which do not co-occur with any URLs. For these
hashtags, we utilize the global average variance ¢, computed as the average variance
of all hashtags from the corpus.

An example of hashtag-based enrichment is shown in Figure 3. In the example, we
extract the top 10 significant terms for the hashtag #irene, which refer to a hurricane
that hit the Carribean and the United States East Coast in late August 2011.

30n the one hand, news related to a celebrity may be highly recency-sensitive. On the other hand, informa-
tion about a travel destination may not be as recency-sensitive.
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Input enriched post: Output topic: “Hurricane Irene”

T soc RT @cnnbrk Hurricane #Irene death toll raised to B soc iren pet dog donat updat weath new redcross obama victim
donat rescu anim dog night work vermont ... B aux shelter evacu resid hurrican worker iren updat safe disast

T aux hurrican victim mississippi obama rescu latest ... 3 person Shirley Ellett, Scott Olson, Barack Obama, McCain, ...

E organization| American Red Cross, National Weather Service B organization| Red Cross, National Hurricane Center, Salvation Army, ...

E location Mississippi B location Mississippi, Tennessee, Arkansas, Memphis, Haiti, Missouri, ...

T 2011/8/30 12:08 B

T

k 8/20 8/30 9/10 9/20

Fig. 4: Example of an enriched post and an output topic from MfTM

We note that there is potential to develop more detailed techniques for each aspect
of hashtag-based semantic enrichment. We summarize the main directions for future
work as follows. First, we may detect and remove low-quality (e.g., spam) hashtags to
avoid the inclusion of noise. Second, the ambiguity of some hashtags may be tackled by
considering the context(s) in which they are used. For example, when #Russia is used
in the context of “news reports”, its recency sensitivity could be modeled separately
from the context of “travel”. Third, the recency sensitivity of long-term hashtags may
change over time and thus, could be dynamically adjusted. Fourth, if a hashtag does
not occur with any URL, we may refine how recency sensitivity is assigned. To this
end, we may consider the hashtag’s context (e.g., semantic context or location context)
to infer its likely recency sensitivity.

3.3. Multi-faceted Topic Model

After obtaining the enriched posts (cf. Definition 2), we propose the Multi-faceted Topic
Model (MfTM) to discover rich latent topics from the corpus. Traditional topic models,
such as Latent Dirichlet Allocation (LDA) [Blei et al. 2003], can be used to learn a
set of latent topics from a document corpus. Each topic in LDA is a multinomial dis-
tribution over words. In contrast, we aim to model latent topics with finer granular-
ity, such as preference towards specific entities (e.g., specific locations) and the topic’s
temporal characteristics. Moreover, we integrate auxiliary semantics from linked web
documents into each topic. Each of these types of information forms a separate facet
of a topic. Figure 4 illustrates an enriched post as the input of MfTM and an example
latent topic as its output. We will now present the design of MfTM in detail.

We start by discussing how microblog-specific semantics and auxiliary semantics
are integrated in MfTM. In general, topic models assume that each document exhibits
one or more latent topics (e.g., a post by Barack Obama may relate to ‘politics’ and
‘economy’). Jin et al. [2011] aim to integrate auxiliary information into the topic model,
assuming that there are two distinct types of topics: (1) topics learned from the target
dataset (i.e., a Twitter corpus), and (2) topics learned from auxiliary data sources (e.g.,
related news articles). Each document may then exhibit both types of topics. However,
our intuition is that a tighter integration of auxiliary semantics would benefit the
model. We also aim to avoid topic duplication (e.g., topic ‘politics’ discovered twice,
from Twitter and from auxiliary data). Therefore, instead of a topic-level integration,
we propose to integrate auxiliary semantics on a finer level, namely on the word-level.

Specifically, we assume that each topic is associated with two facets: (1) social terms
(tsoc), which originate from Twitter users, and (2) auxiliary terms (t,,.), which origi-
nate from external documents that are linked from Twitter posts. As an example, let us
consider a latent topic ‘politics’. On the one hand, Twitter users’ comments about poli-
tics, including opinion words and slang expressions, may form the social terms facet of
this topic. On the other hand, words from news articles that report about politics may
form the auxiliary terms facet of this topic.

When a Twitter user composes a new post, MfTM assumes that she makes the fol-
lowing decisions when writing each word. First, she chooses a topic z to write about.
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Fig. 5: Graphical Model of MfTM
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Second, she makes a binary decision whether to use social or auxiliary terms. We note
that each topic has an associated Bernoulli distribution, which influences whether so-
cial or auxiliary terms are preferred*. Finally, the user chooses a term from the chosen
facet of topic z. This procedure aims to mimic user behavior in real situations. For ex-
ample, a user may read a news article and choose to summarize its main message in
a Twitter post (i.e., auxiliary terms are preferred). In another situation, the user may
choose to write an opinion about the news event (i.e., social terms are preferred).

Next, MfTM assumes the existence of X entity types in the corpus. For example,
the entity types may include person (e,), organization (e,) and location (e;) entities.
In MfTM, each entity type follows a multinomial distribution given a latent topic.
Each entity type thus forms an additional facet of a topic. Lastly, we also capture
the trending behavior of topics by modeling the timestamps of posts as a continuous
Beta distribution. As we show in our evaluation, each facet of MfTM provides useful
evidence and improves the effectiveness of the model (cf. Sections 4.4.3 and 4.4.5).

Figure 5 illustrates the structure of the model. The generative process of MfTM is
summarized in Algorithm 1. Given the hyperparameters «,n,v,w, the joint distribu-
tion of topics 3, document-topic mixtures 6, topic assignments z, switch variables s,
terms t, entities e and timestamps 7 is given by:

p(aa 57 Za S, tv e7 7—|Oé, 7]3 ’Uv (.O) :P(9|04)P(5‘77)p(5w|w)17(57 "U)p(zSOCW) X
ZS p(s‘ﬁﬂ')p(tsoc ‘zsoca 6soc)175p(tsoc|zsoca /3aum)s X
P(taux| Zaws, Bauz) [Toey 2(2x|0)p(€x|2x, B2)p(2-10)p(T |2, (/373).

Since exact inference for this model is intractable, an approximate posterior infer-
ence method is needed to estimate the latent parameters. Although Gibbs sampling
[Walsh 2004] is a widely adopted inference method for topic models, an online learning
method for LDA, namely stochastic variational inference (SVI), has been developed re-
cently [Hoffman et al. 2013]. In stochastic optimization, we find the maximum of the
variational objective by following noisy estimates of its natural gradient. SVI enables
parameter inference on massive and streaming data, since it operates in a sequential,
rather than batch fashion. This inference method fits well in the scenario of analyzing
microblog posts, which essentially arrive in a streaming fashion. We use SVI as a basis
to develop an online learning method for M{fTM.

3.3.1. Online Inference for MfTM. We now proceed to present our online inference algo-
rithm for MfTM. Due to space constraints, we only present the major components of
the algorithm. Interested readers may refer to Hoffman et al. [2013] for full details of

4E.g., in topic ‘business’, auxiliary terms may be preferred. In topic ‘holidays’, social terms may be preferred.
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Algorithm 1 Generative Process of MfTM

1: for each topic k € {1,...,K} do
2:  Draw the social terms facet: 3%,. ~ Diry.__(n).
Draw the auxiliary terms facet: 5%,, ~ Diry,,, (7).
Draw distribution over social/auxiliary switches: 3% ~ Bernoulli(w).
for each entity facet z € {1,..., X} do

Draw facet « of topic k: % ~ Diry, (7).
end for
Draw the temporal facet of topic k: 5 ~ Beta(v).
9: end for
10: for each document d € {1,...,D} do
11:  Draw document’s topic distribution 6; ~ Dirk ().

12:  for each social term at position n € {1,..., Nso.} do

18: Draw topic assignment 24 soc,n ~ Multk (04).

14: Draw switch variable s ~ Bernoulli(8Z).

15: if s = 0 then

16: Draw term tq soc,n ~ Multy,,.(8Z,c)-

17: else

18: Draw term tq soc,n ~ Multy, . (8%..)-

19: end if

20: end for

21:  for each auxiliary term at position n € {1,..., Nous } do
22: Draw topic assignment zq quz,n ~ Multxk (04). Draw term tg quqz,n ~ Multv, . (85.2)-

23:  end for
24:  for each entity facet x € {1,...,X} do

25: for each element position n € {1,..., N, } do
26: Draw topic assignment zq ;. ,, ~ Multx (64). Draw element eq ., ~ Multy, (52).
27: end for

28:  end for
29:  Draw topic assignment of timestamp z4, ~ Multx (64). Draw timestamp 7, ~ Beta(3¥).
30: end for

Table I: Complete conditionals of MfTM

Local hidden variables:

p(zd,soc,n 0d7 57 td,soc,n) o eXp{lOg ed + 10g ﬁsoc,t(l _ Sd,n) + log /Bauz,tsd,n}

kE k
Bk ﬁk ta 24 _ k) _ BTra + /Bauz,t
,s0¢c,n ,T,m — -
e ’ /6)7’\?11, + ﬁsuz,t + /87’?—1; + ﬂ.?oc,t

p(sd,soc,n

P(2d,e,n = k|04, Ba, €a,0,n) o exp{log 0 + log AL .}, where z € X U {auz}

p(2za,» = k|04, Br,7a) x exp{log 05 + logp(Td|Beta(ﬂ’.f’a,B’:’b))}

p(04|B,2a) = Dir(a + 2 eny z), where zq = {z4,.|z € {soc,auz} UX UT}

Global hidden variables:
Na.

p(Bflas, te) = Dir(n+ X0, S0 Y 2l patasn )
where f € {soc,aux} and z: is the set of topic assignments of all terms t¢ within facet f.

. Ny »
P(BL|2x; ex) = Dir(n+ X0, Y% 2o nean ), where z € X

; 1-— 1-— .
p(ﬁi'ZT,T) = Beta(’l}a +,U,k(w — 1) , Up + (1 — ﬂk)(w — 1)), where Ui 1S the
k

k
sample mean and o7 is the sample variance of timestamps assigned to topic k.

p(811s") = Beta(wo + e s, wh + Poeur (1-9)),
where s is the set of switch variables of all social terms assigned to topic k.
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Table II: Variational parameters and relevant expectations

Variable Type Var. param. | Relevant expectations
5f (f € {soc,auz}) | Dirichlet Ak E[log 5’;0} =W(E,) - Wk
BE (x e X) Dirichlet A Ellog B;.,] = T(\5.0) — >, %, \IJ(/\‘“, )
i Beta A Eflog 1] = ¥(A\ra) = ¥(Nra + Ay
7 Beta A7 Ellog 7] = W(Ar,) — ¥(\ra + A7,
04 Dirichlet Va Ellog 0] = ¥(v5) — >0, ¥(7))
Zd,z.n Multinomial | ¢g.e.n El25 =% ..
Sdn Bernoulli ©d,n Elsan] = pan

Algorithm 2 Stochastic Variational Inference for MfTM

1: Initialize A(”) randomly. Initialize v(*) = «.
2: repeat

3:  Sample a document d from the data set.
4:  Initialize intermediate local topic proportion 44 = 64.
5:  repeat
6: for each tq soc,n, n € {1,..., Nsoc} do
Ak +)‘§u1 t
T Pdsoeint = XEIRE AN TR
8: ¢d soc,n X eXp{]EDOg ed] + ]E[lOg BSO(‘ t (]- - ]E[Sd,SOC,nD + E[log B{Ijum,t]]E[sd,soc,n]}-
9: end for
10: for f € X U {aux} do
11: for each ey fn,n € {1,...,Ns} do
12: Set ¢} ;.,, o exp{E[log 03] + E[log 5} .]}.
13: end for
14: end for N
15: Set ¢} - oc exp{E[log 03] + log p(ralAR)},  7a =+ 351 onli ba,on-

16:  wuntil v, converges.
17 forke{l,...,K} do

18: Set intermediate topic &:

19: Me=n+D ZSIL Gl fmed,fin for facet f € X U {soc, auz}

20: A =wa + DY ek Elsasoen), Ay =wa + DY cor (1 — E[sd,s0en])-

21; Mo =va+ Do (05280 1) R =0y 4 D (1 pu) () — 1))
22: Update global topic &: * *

23: AROHED — (1 — p)AD 4 p(”j\]; for facet f € X U {soc, auz}.

24: Ard ™ = (1= p NS 4 pOAE L ALY = (1= p N 4 p O
25: NESED = (1= O 3k, NEEED = (1 p0)aED 4 03,

26: end for
27: until forever

SVI. We begin by listing the complete conditionals of the model in Table I. For conve-
nience, we assume that social terms and auxiliary terms share the same vocabulary,
Vioe = Vauz, constructed as a union of both vocabularies.

In the next step, we summarize parameters of the variational distributions and ex-
pected sufficient statistics in Table II. The full inference algorithm including update
equations for the variational parameters is presented in Algorithm 2. When process-
ing each document, the algorithm repeatedly updates the local variational parameters
v, ¢, until convergence. After fitting the local parameters, we set each facet of the
intermediate topics based on the local parameters. Finally, the intermediate topics are
interpolated with the global topics, using the parameter p(*) = (i + 7)~*. The parame-
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ter k € (0.5,1] is the forgetting rate, which controls the weight of fresh content in the
model. The delay 7T > 0 is used to demote early iterations.

After applying MfTM to a document corpus, we may obtain the topic vector 6, of a
new post p given the latent topics as

NSOC NO/UT X Nl‘
1-E[Br E[Br
0y = a+ [ tosoen Bl tyausn B Tt Base [ [ coien B p(ralBr). ®)
n=1 n=1 r=1n=1

4. EVALUATION

In this section, we first describe our evaluation datasets and methodology. Second, we
evaluate the proposed online inference algorithm of MfTM and discuss its scalability.
Third, we study the effectiveness of our framework on the task of tweet clustering
and evaluate the utility of our semantic enrichment components. Clustering quality is
further compared against multiple baseline methods. We note that interested readers
may refer to our online Appendix [Vosecky 2014] for detailed experimental results.

4.1. Dataset Collection

Due to the lack of a standard dataset for conducting experiments with microblog data,
we collected publicly accessible data from Twitter to conduct our experiments. To ac-
cess Twitter, we utilized the Twitter REST API®. In particular, we constructed three
evaluation datasets, as described in this section. First, a background Twitter dataset
is collected for the purpose of topic modeling. Then, we prepared two labeled datasets
to conduct our clustering experiments. Both datasets for clustering span a subset of
the time period spanned by the background Twitter dataset.

4.1.1. Background Twitter Dataset. This dataset provides the basis for building the pro-
posed MfTM and baseline topic models. However, due to their inference algorithms, the
efficiency of the baseline models is limited and thus, it is not practical to learn them on
massive-scale datasets. This poses a limitation on the size of our background corpus.
At the same time, our goal is to collect a representative sample of topics in Twitter.
To achieve this, we focus both on topics discussed by popular Twitter users and by the
general public. On the one hand, popular users are considered since they have a large
influence within Twitter and can be selected from diverse topical categories to ensure
topical diversity. On the other hand, tweets by the general public constitute the ma-
jority of Twitter content and thus, the “voice of the crowd” utilized by hashtag-based
semantic enrichment (cf. Section 3.2). We now describe both parts of the dataset.

Popular users. Our basic approach to crawl users that cover diverse topical cate-
gories is inspired by previous work [Efron and Golovchinsky 2011; Duan et al. 2010;
Rosa et al. 2010]. We selected an initial set of 50 seed users from Listorius®, a web-
based service that categorizes popular Twitter users into various topical categories.
The users are randomly selected from 5 different categories (technology, business, pol-
itics, celebrities and activism) to ensure topical diversity. Starting with these seed
users, we crawled Twitter users’ posts in a breadth-first search manner by traversing
the followee graph. For each user, we selected the top-20 followees to add to the crawl
queue. The followee selection criteria is based on the number of times the user has re-
tweeted or mentioned the followee. We crawl a limited number of followees, since some
popular users have a large number of followees, which would create a bias towards
certain user categories. Also, a user usually only interacts with very few followees that
are of highest interest. Since we are also interested in modeling the temporal charac-
teristics of topics, we crawl up to 1,000 recent posts per user in order to cover a longer
time period. In total, this dataset part contains 328,428 tweets by 1,874 users.

Shttps:/dev.twitter.com/
Shttp://www.listorious.com
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Table III: Twitter dataset statistics

Dataset Background ML HL

No. of tweets 2,126,899 1,542 7,901
No. of users 2,574 1,069 326

% of tweets w/ URL 44.8% 53% 74.3%
% of tweets w/ hashtag 21.1% 24.6% 100%
% of tweets w/ URL and hashtag 11.7% 14.9% 74.3%
% of tweets w/ URL or hashtag 54.4% 62.7% 100%
% of tweets w/ named entities (NE) 38.2% 68.9% 58.1%
... % of tweets with “person” NE 39.4% 52.9% 23.5%
... % of tweets with “organization” NE | 49.8% 49.7% 44.1%
... % of tweets with “location” NE 29.4% 50% 34.4%

General users. Twitter’s Streaming API” provides a sample of the full public Twitter
stream. We monitored the stream for one day in April 2013 and selected users who
posted English-language tweets and had at least 3,000 posts in total. For each of these
users, we crawled up to 3,000 tweets in order to cover a longer time period. In total,
this dataset part contains 1,798,471 tweets by 700 users and spans a time period from
January 2009 to April 2013.

Additionally, we also extracted all URL links contained in the Twitter corpus and
crawled the corresponding web pages. In total, 522,920 web pages were retrieved.

Table III shows the statistics of the background dataset. A high-level analysis has
shown that nearly % of tweets in our dataset contain URL links and 1 out of 5 tweets
contains a hashtag. Performing both web document-based SE and hashtag-based SE
is applicable to over 3 of tweets in our dataset. Named entities have been identified
for nearly 40% of tweets, showing that our multi-faceted model is applicable to a large
proportion of tweets in our dataset.

4.1.2. Clustering Evaluation Datasets. To conduct our clustering experiments, we con-
struct two evaluation datasets. We note that both datasets provide complementary
characteristics for our evaluations, both in terms dataset size, time period covered and
method of obtaining ground truth labels. This evaluation approach has also been ap-
plied in recent work [Tsur and Rappoport 2013].

Manually Labeled Dataset (ML). To construct this dataset, we invite three human
reviewers. Each reviewer is asked to choose at least 9 queries to be submitted to the
Twitter search engine. For each query, we crawl the top 50 tweets returned by Twitter,
corresponding to 1 page of Twitter search results. Each reviewer is then asked to read
through the list of tweets and assign a topic label to each tweet. Each topic label is a
short free-form phrase that describes the main story of the tweet. For example, “tPhone
5S launch” may be the topic label for tweet “Rumor: iPhone 58S to launch June 20, just
8 months after iPhone 5...”. The reviewers are asked to use a consistent set of topic
labels when reviewing the list of tweets for a query. Notably, we choose to use free-
form labels over a pre-defined taxonomy. This is mainly because of the diversity and
evolving nature of topics in Twitter. In total, we obtained 1,524 labeled tweets for 32
queries, with an average of 47.6 tweets per query. The tweets’ topic labels serve as the
ground truth when evaluating clustering quality. Based on the topic labels, there are
9.4 ground truth clusters for each query on average.

Hashtag Labeled Dataset (HL). To obtain a larger dataset for comparison of clus-
tering performance, we utilize hashtags in tweets as topic labels. We make use of the
fact that Twitter users include hashtags in their tweets to indicate the tweet’s topic.
Recent work has already utilized hashtags to create labeled test collections for clus-

Thttps:/dev.twitter.com/docs/streaming-apis
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tering [Jin et al. 2011; Rosa et al. 2010; Tsur and Rappoport 2013]. We first extract
100 most frequent hashtags from our background dataset. We then divide them into
10 batches, each batch containing 10 hashtags. For each hashtag in a batch, we select
tweets containing the respective hashtag from the background dataset. Before apply-
ing clustering, all hashtags are removed from the tweets to be clustered. Our clustering
goal in then to place tweets containing the same hashtag into the same cluster. In total,
dataset HL contains 7,901 tweets, each batch containing 790 tweets on average.

Table III summarizes the high-level statistics of both datasets. We note that both
clustering datasets span a time period which is a subset of the time period spanned by
the background Twitter dataset.

4.2. Modeling Phase

4.2.1. Normalization. We start our pre-processing by normalizing the posts’ content.
First, posts are converted to lower-case, punctuation and numbers are removed and
characters repeated consecutively more than twice are stripped, in order to correct
basic misspellings (e.g. the string “goooood” will be converted to “good”). Second, URL
links are stored separately for further use and removed from the post. Third, stopwords
are removed and all terms are stemmed. Usernames and hashtags contained in the
post are retained.

4.2.2. Semantic Enrichment. During web document-based semantic enrichment, we first
extract all URL links from the posts in our corpus and crawl the respective web doc-
uments. Second, we perform named entity recognition (NER) using the Stanford NER
library®. In general, our framework is able to accommodate an arbitrary number of
named entity types. In this paper, we extract person, organization and location named
entities. Apart from web documents, we note that named entities can also be extracted
directly from microblog posts. However, the short and informal nature of microblog
content results in a poor accuracy of conventional NER tools [Ritter et al. 2011]. In
principle, tweet-based named entity extraction can be seamlessly integrated into our
framework with the availability of appropriate NER tools.

During hashtag-based semantic enrichment, timestamps of posts are discretized
into day intervals. Discretization by day is chosen since a day is a commonly used
unit for organizing news and social content (i.e., news articles, blog posts, events doc-
umented in Wikipedia, etc.).

We produce several dataset versions with different numbers of social and auxiliary
terms injected during semantic enrichment. Each dataset version includes general
terms, extracted named entities and timestamps, so that all facets of MfTM are uti-
lized. The dataset versions differ only with respect to the social and auxiliary terms.
We first produce 5 dataset versions with 10, 20, 30, 40 and 50 auxiliary terms per post,
respectively. No hashtag-based SE is performed on these datasets. Second, we fix the
number of auxiliary terms to be 10 and produce dataset versions with 10, 20, 30, 40
and 50 social terms inserted by hashtag-based SE. These datasets are then used for
building different versions of MfTM and evaluating the influence of SE on the models.

Regarding our clustering datasets (i.e., ML and HL), we only perform named entity
extraction. No additional auxiliary or social terms are included in the clustered tweets.

4.2.3. Topic Modeling. To prepare training of MfTM, we collect the enriched posts (cf.
Sections 3.1 and 3.2) from each user. It has been shown in [Hong and Davison 2010]
that grouping all posts of a user as a single document produces more accurate topic
models compared with treating each post as a separate document. In our work, all
user’s posts published during the same day are grouped as a document. The resulting
user-day documents thus have timestamps discretized into day-intervals.

8http:/nlp.stanford.edu/ner/
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We set the hyperparameters for MfTM in accordance with common practice in topic
modeling, « = n = 1/K, w = v = (1,1). To select suitable values for the parameters
x and T in stochastic variational inference, we performed a series of experiments with
K = 50. We vary each parameter while keeping the others fixed and observe the per-
word perplexity of the model (cf. Equation 9). Finally, we set x = 0.7 and 7 = 4.

In addition to training MfTM by means of stochastic variational inference, we also
implement a Gibbs sampler for MfTM for comparison. Due to space constraints, we
omit the details of the Gibbs sampling procedure. When training both models, we apply
our Gibbs sampler on a reduced dataset of 320,000 posts due to longer training time
required by the Gibbs sampling procedure.

4.3. Topic Model Inference Evaluation

In this section, we analyze the inference of MfTM from two perspectives. First, we com-
pare the proposed online inference algorithm with standard Gibbs sampling inference.
Second, we evaluate the scalability of the online inference algorithm.

4.3.1. Comparison of Online Inference and Gibbs Sampling. Perplexity is a standard met-
ric to evaluate the topic model’s capability of predicting unseen data [Rozen-Zvi et al.
2004]. After training the model on the training dataset, we compute the perplexity
of heldout data to evaluate the model. A lower perplexity score indicates better gen-
eralization performance of the model. Specifically, we calculate the average per-word
perplexity of heldout data by the following equation:

EdEDtest logp(ﬁ{”./\/l)

N,
d€Dyest 94

Perplexity(Diest| M) = exp(— )s 9)

where M is the model learned from the training dataset, @, is the word vector for
document d and Ny is the number of words in d. We use perplexity to compare the
performance of online inference for MfTM and a traditional inference method using
Gibbs sampling (GS). For both inference algorithms, we follow common practice to cal-
culate perplexity [Blei et al. 2003; Hoffman et al. 2013]. In the case of Gibbs sampling,
the heldout dataset consists of a random 10% sample of the dataset. During online
inference, perplexity is calculated using a sliding window of 1000 recent documents.

To illustrate the differences when using GS and our inference algorithm to train
MITM, we show the change in perplexity during the online learning of MfTM in Fig-
ures 6 (a) and 6 (b). The dotted line indicates the final perplexity after 1,000 iterations
of GS on the dataset. When K = 50, we observe that online inference is able to reach
the perplexity of the GS-learned model only after processing 200,000 posts. In contrast,
with a higher number of topics (K = 200), a much larger amount of documents need to
be processed by online inference to reach the perplexity of the GS-learned model.

We note that due to the structure of MfTM, it is not possible to use perplexity to
compare it against other topic models. On the one hand, our model utilizes auxiliary
semantics to influence the topic assignments of terms in a post. On the other hand,
named entities and the posts’ timestamps need to be considered for topic assignment.
These issues make perplexity an inappropriate metric for comparing with other mod-
els, which only consider a subset of the data (e.g., only general words). Thus, we eval-
uate MfTM against other models on a practical task of tweet clustering in Section 4.4.

4.3.2. Scalability. To illustrate the runtime requirements of the online inference algo-
rithm for MfTM, we conduct a scalability evaluation. We run the experiments using a
standard PC with a dual-core CPU, 4GB RAM and a 600GB hard-drive. For compar-
ison, we run scalability tests of an online Gibbs sampler for LDA proposed by Lau et
al. [2012]. We refer to this baseline algorithm as OG-LDA.

First, we measure the time to train MfTM using different values of K and a fixed
dataset size of 2 million tweets. The results in Figure 7(a) indicate a near-linear in-
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Fig. 7: Scalability evaluation of online inference

crease of training time as K increases. Second, we measure time to process a specified
number of posts. Figure 7(b) illustrates that the inference algorithm is suitable for
processing streaming data, since it essentially requires constant time to process each
post. With K = 200, the algorithm required 0.004 sec. to process each post. To relate
this figure to real-world data rates, let us consider the current rate of the Twitter pub-
lic stream API®. Our inference algorithm could process its current daily rate of approx.
1.5 million English-language tweets in 100 mins. on a single machine. Importantly, we
note that variational inference is well-suited for parallelization, thus the inference of
MIfTM can be distributed to further improve its performance.

In contrast, the baseline OG-LDA requires an increasing amount of time to process
each posts as more posts are processed, starting with 0.08 sec./post and reaching 0.28
sec./post after processing 260,000 posts. This yields OG-LDA unsuitable for practical
usage. We further compare scalability of our inference method with an online Gibbs
sampler proposed by AlSumait et al. [2008], referred to as OG-LDA2. We use the tim-
ing results presented in the respective paper. In the presented results, OG-LDA2 re-
quired around 12 mins. to process a batch of 90-250 documents (K = 50). This would
imply processing time between 2.88 to 8 sec./doc. While their reported running time
remains nearly constant as more documents are processed, it is significantly longer
than our inference method for MfTM (i.e., 0.004 sec./post). The timing results clearly
show that SVI inference enjoys good scalability in face of voluminous data.

4.4. Clustering Evaluation

In order to evaluate the effectiveness of our framework in a practical scenario, we
choose the task of tweet clustering. Clustering short texts, such as tweets, is an im-
portant and challenging problem due to their short length and lack of context [Jin et
al. 2011; Rosa et al. 2010]. The performance of traditional text mining techniques is
negatively affected in this situation, since the bag-of-words representation of a tweet

9https:/dev.twitter.com/docs/streaming-apis
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results in sparse instances. In contrast, our framework draws additional semantics
from hashtags and URLs in tweets and distinguishes various entities in tweets.

We use Normalized Mutual Information (NMI) as the evaluation metric. NMI is a
standard metric for evaluating clustering quality of labeled data and is given by

>k 2 Plwr Nej)log PP((#%
[H(Q2) + H(C)]/2 ’
where () is the set of clusters, C is the set of classes, P(wy) is the probability of a post to
be in cluster k& and P(c;) is the probability of a post to be of class j. H is entropy, defined
as H(Q)) = — >, P(ws)log P(wi). We select NMI as an overall evaluation metric due
to its ability to balance the quality of the clustering against the number of obtained

clusters. We perform clustering for each query in the ML dataset and each batch in the
HL dataset and report the average NMI.

4.4.1. Baselines. We choose the following document representations as baselines.

— TFIDF. Traditional vector-space model with TFIDF term weighting.

— LDA. Standard topic model proposed by Blei et al. [2003].

— Twitter-LDA (T-LDA). Topic model proposed for Twitter data by Zhao et al. [2011].

— Topics-over-Time (TOT). Topic model proposed by Wang and McCallum [2006], which
models the temporal distribution of each topic as a continuous Beta distribution.

— Dual LDA (DLDA). Topic model that jointly models short documents (e.g., Twitter
posts) and long auxiliary documents (e.g., web documents) [Jin et al. 2011]. DLDA
produces two sets of topics, consisting of K, auxiliary topics and K., target topics.
We follow the parameterization in Jin et al. [2011] and set K., = Kior = K/2.

For the clustering task, we build MfTM and all baseline topic models on the back-
ground Twitter dataset with a varying number of topics (50, 100, 150, 200). In addi-
tion, MfTM is built on each version of our dataset with different extent of semantic
enrichment applied (cf. Section 4.2). In this way, we may evaluate the effectiveness of
semantic enrichment on MfTM.

4.4.2. Clustering Algorithms. We conduct clustering using the following algorithms.

— K-means. Traditional algorithm for text clustering. When training K-means on the
ML dataset, we set K equal to the number of unique topic labels for the respective
query. Similarly for the HL dataset, K is set to the number of unique hashtags in a
batch. As distance metrics, we use cosine distance for TFIDF and symmetrized KL-
divergence for topic models. Due to the random initialization of K-means, we repeat
each clustering 10 times and report the average result.

— DBSCAN. A widely adopted density-based clustering algorithm [Ester et al. 1996].
The features of DBSCAN include finding clusters of arbitrary shapes and automati-
cally determining the number of clusters. We use the same distance metrics as with
K-means. Since we do not want DBSCAN to remove outliers, we set minPts = 1. We
tune e separately for TFIDF and the topic models and set as erprpr = 0.4, €10pic = 0.1.

— Single-pass Incremental Clusterer (SPIC). Streaming clustering algorithm designed
to handle large-scale and real-time data [Becker et al. 2010]. The algorithm processes
each data instance once and assigns it to the nearest cluster. If the nearest cluster
is further than a distance threshold ¢, the instance will form a new cluster. We use
the same distance metrics as with K-means. ¢ is tuned separately for TFIDF and the
topic models on a series of experiments and finally set as drrrpr = 0.3, 0topic = 0.7.

— Direct. We utilize each topic model to perform “hard clustering” of posts. For each
post in the ML and HL datasets, we obtain its topic vector and then assign the post
to the most likely topic. Formally, cluster(p) = argmaxy 6,. In this way, we obtain C
clusters where C is less or equal to the number of latent topics K.

(10)

NMI(Q,C) =
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4.4.3. Effect of Semantic Enrichment. Before presenting overall clustering results, we
aim to study the effect of semantic enrichment (SE) on the performance of MfTM.
We are also interested in choosing a suitable number of auxiliary and social terms to
be included in a post during the SE process. The chosen number of SE terms is then
used to build a final version of MfTM, to be presented in overall clustering results.

To achieve this goal, we perform clustering with K-means and DBSCAN using each
dataset version (cf. Section 4.2.2) and K = 50. In this way, we may gain direct insight
into the effects of web document-based semantic enrichment (web-SE) and hashtag-
based semantic enrichment (hash-SE) on the clustering quality. Since K-means and
DBSCAN produce different results for each evaluation dataset by absolute values, we
instead focus on the relative increase of NMI. Figures 8 (a)-(d) show the influence of
web-SE and hash-SE on the ML and HL evaluation datasets. The absolute NMI for
each evaluation dataset is shown in parentheses next to its label and corresponds to
the respective baseline result (i.e., the left-most value).

The results reveal several differences between the semantic enrichment methods
and their impact on the clustering algorithms. When using web-SE, the effect on K-
means clustering is overall positive (Fig. 8 (a)). However, web-SE has mixed effects on
DBSCAN clustering when more than 20 auxiliary terms are included (Fig. 8 (b)). A
possible reason is that DBSCAN clusters are formed based on density. Injecting many
auxiliary terms may result in topic vectors that are closer together. Thus, two instances
may be put in the same DBSCAN cluster, however they may be in different clusters if
no web-SE has been performed. In fact, we observe the same phenomenon of DBSCAN
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Table IV: Overall clustering results in NMI. Statistical significance of results of MfTM
w.r.t. baselines (p-value by t-test) is shown at signific. levels 0.1 ('), 0.05 ("), 0.01 ().

Dataset ML Dataset HL
Model Direct Kmeans SPIC Dbscan | Direct Kmeans SPIC Dbscan
TFIDF! | - 0.312 0.487 0.398 - 0.393 0.689 0.548

LDA? 0.424  0.369 0.499 0.387 0.526  0.463 0.563 0.545
T-LDA® | 0.406 0.358 0.463 0.362 0.432  0.307 0.482 0.525
TOT* 0.412 0.375 0.338 0.386 0.53 0.469 0.488 0.702
DLDA® | 0.39 0.398 0.393 0.336 0.397  0.379 0.478 0.487
MfTM 0.442 0.422 0.571 0.456 0.618  0.586 0.788 0.79

o 1111 o111 gl17 117 ol g1t 117 ol g1t ol g1t 1111l gl 111 Q11 g1t 1111 11 311!
4’5 Y s 4l 511t v vy v a4l gt

when hash-SE is performed. Based on this observation, we choose 20 as the number of
auxiliary terms for web-SE.

Regarding hash-SE, we compare the proposed time-sensitive hash-SE method (de-
noted “TimeSens”) with a “naive” hash-SE method. In the naive approach, terms are
scored only by Equation (1). Figures 8 (c)-(d) indicate that the best performance is
achieved by the proposed time-sensitive method. In fact, the “naive” method fails to
improve the baseline performance of K-means on the ML dataset and similarly, when
using DBSCAN on the HL dataset. The results thus confirm that the time-sensitive
hash-SE method is both important and effective when performing hash-SE on mi-
croblog content, which spans longer time periods. We select the optimal number of
terms for hash-SE to be 30, as it achieves the best results using both algorithms.

In summary, our experiments show that both hash-SE and web-SE positively influ-
ence clustering quality. In particular, we observe that hash-SE is able to achieve larger
relative improvements of NMI compared with web-SE, indicating the benefits of our
proposed hash-SE method. As a result of this evaluation, we choose the top-20 terms
to be used for web-SE and top-30 terms for hash-SE. A final version of MfTM is built
using these settings. Figures 9 (a) and (b) show the perplexity of MfTM with the chosen
SE parameters and compare against the baseline settings of SE.

4.4.4. Clustering Results. We now present the overall clustering results in Table IV. For
each evaluated model (cf. Section 4.4.1), we present the best clustering result across all
values of K. Starting with the baseline TFIDF representation, we observe that TFIDF
outperforms most topic model baselines using SPIC and DBSCAN. This behavior is in
agreement with the findings by Rosa et al. [2010]. Since LDA is based on a (potentially
sparse) bag-of-words representation of tweets, it fails to produce a significant accuracy
improvement over TFIDF.

Among the baseline topic models, LDA produces the best results on the ML dataset,
with the exception of K-means. We recall that all posts in the ML dataset originate
around a specific query time, hence the temporal dimension is less important. In con-
trast, the TOT model achieves the best results on the HL dataset, with the exception of
SPIC. This result suggests that modeling the temporal characteristics of topics benefits
the clustering performance. The baseline DLDA model considers both microblog and
auxiliary documents to obtain two sets of topics from each respective corpus. However,
the results of DLDA are inconsistent across the datasets and clustering algorithms,
showing that the integration of auxiliary semantics adopted by DLDA is not sufficient
in the microblogging environment.

The representation obtained using MfTM achieves the best overall results compared
with all baseline methods. This shows that the multi-faceted topics of MfTM have bet-
ter potential to place semantically related tweets into the same clusters. Additionally,
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Fig. 10: Clustering results in NMI using different values of K. An overview of notations
is shown in (a). For each figure, the dataset name is given in parentheses.

we perform a paired student’s t-test to determine if the differences between the results
of MfTM and each baseline method are statistically significant. As Table IV indicates,
MITM significantly outperforms all baselines using K-means, SPIC and DBSCAN.

To further examine the effectiveness of each data representation, we present the re-
sults achieved by different values of K in Figures 10 (a)-(h). Starting with TFIDF, we
observe that it outperforms most baseline topic models using SPIC and DBSCAN clus-
tering. This is further evidence that existing topic models are insufficient in addressing
the unique characteristics of microblog content and thus fail to produce robust results.
As an example, TOT performs well using Direct and DBSCAN clustering, however
its performance is inconsistent when K-means or SPIC is used. Similarly, DLDA per-
forms well on the ML dataset using K-means, however it fails when other algorithms
are used. In contrast, the proposed MfTM consistently outperforms all baseline mod-
els across our datasets and clustering algorithms. This shows that the rich semantics
captured by MfTM help to achieve robust clustering results.

The clustering experiments show that the proposed framework is effective in the
tweet clustering task and outperforms various state-of-the-art baselines.

4.4.5. Utility of Named Entities and Timestamps in Clustering. In this section, our goal is to
evaluate the benefits of utilizing additional semantics associated with the posts to be
clustered. By supplying named entities associated with each post to MfTM, the named
entity facets of each topic can be utilized (cf. Equation (8)). Similarly, we may utilize
the post’s timestamp. During this evaluation, we use MfTM trained with K = 100.

We start our analysis by supplying all semantics associated with a tweet to be clus-
tered to MfTM (i.e., tweet’s terms, 3 types of named entities and timestamp). This is
the default setting used in clustering evaluations in the previous sections. We then
conduct a series of experiments, each time omitting one type of semantics and measur-
ing the impact on the clustering quality. We devise a simple metric utility to measure
the increase in NMI when semantics of type s are supplied to MfTM, compared with
NMI achieved when s is omitted. Formally, Utility(s) = NM Iy — N M1, . Since this
metric shows the relative increase in NMI, it allows us to compare results using dif-
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Fig. 11: Utility of named entities and timestamps in clustering

ferent datasets and clustering algorithms. Figure 11 shows results using the ML and
HL datasets and Direct, K-means and DBSCAN clustering.

From the results, we observe that the utility of additional semantics differs by
dataset type. The HL dataset consists of tweets that are spread over a longer period of
time. Thus, the tweet’s timestamp is more important than in the ML dataset. In con-
trast, the ML dataset covers a short time period, thus other semantics such as named
entities become useful. This shows that MfTM can support various characteristics of
microblog datasets. Among the named entity types we analyzed, each contributes to
the overall clustering quality using the ML dataset. In the HL dataset, “person” named
entities have a lower utility, which can be attributed to a relatively low number of
tweets containing this named entity type (cf. Table III).

5. CONCLUSION

In this paper, we study the problem of topic discovery in the microblogging environ-
ment of Twitter. To tackle the short length of microblog posts and uncover their rich
latent semantics, we propose a novel multi-faceted topic modeling framework. Our
framework takes into account the users’ posts, auxiliary semantics from linked web
documents and named entities. Moreover, we exploit a new source of “social chatter”
associated with hashtags to aid topic modeling. After applying our pre-processing tech-
niques, we integrate the various semantics within the Multi-faceted Topic Model. As
shown in our evaluation, the latent topics discovered by MfTM are beneficial for down-
stream applications such as tweet clustering. Experiments with multiple clustering
algorithms reveal that MfTM consistently outperforms baseline topic models. Our ex-
periments also confirm that the proposed web-document-based and hashtag-based se-
mantic enrichment methods provide important additional semantics for topic model-
ing. Moreover, MfTM exhibits good scalability in face of voluminous data.

Relevant issues for future work include extending MfTM using social connections,
by considering the interests of other users that one interacts with. Regarding hashtag-
based semantic enrichment, more detailed treatment of different hashtag types, trend-
ing behaviors or the hashtag’s context may be considered.
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