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ABSTRACT
Software crash is common. When a crash occurs, software developers can receive a report upon user permission. A crash report typically includes a call stack at the time of crash. An important step of debugging a crash is to identify faulty functions, which is often a tedious and labor-intensive task. In this paper, we propose CrashLocator, a method to locate faulty functions using the crash stack information in crash reports. It deduces possible crash traces (the failing execution traces that lead to crash) by expanding the crash stack with functions in static call graph. It then calculates the suspiciousness of each function in the approximate crash traces. The functions are then ranked by their suspiciousness scores and are recommended to developers for further investigation. We evaluate our approach using real-world Mozilla crash data. The results show that our approach is effective: we can locate 50.6%, 63.7% and 67.5% of crashing faults by examining top 1, 5 and 10 functions recommended by CrashLocator, respectively. Our approach outperforms the conventional stack-only methods significantly.

Categories and Subject Descriptors
D.2.5 [Software Engineering]: Testing and Debugging-Debugging Aids.

General Terms
Measurement, Reliability
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1. INTRODUCTION
Software crashes are severe manifestations of software faults. Crashes are often required to be fixed with a high priority. Recently, many crash reporting systems such as Windows Error Reporting [14], Apple Crash Reporter [2], and Mozilla Crash Reporter [25] have been proposed and deployed. These systems automatically collect relevant information (such as the crash stack and crashed modules) at the time of crash, cluster similar crash reports that are likely caused by the same fault into buckets (categories), and present the crash information to developers for debugging.

Existing crash reporting systems [2, 14, 25] mostly focus on collecting and bucketing crash reports effectively. Although the collected crash information is useful for debugging, these systems do not support automatic localization of crashing faults. As a result, debugging for crashes requires non-trivial manual efforts.

Over the years, various fault localization techniques (e.g., [1, 18, 21, 22]) have been proposed to help developers locate faults. These techniques suggest a list of suspicious program entities by statistically analyzing both the passing and failing execution traces of test cases. Developers can then examine the ranked list to locate faults. However, these fault localization techniques assume the availability of complete information of failing and passing execution traces, while crash reports typically contain only the crash stacks dumped at the time of crashes.

In this paper, we propose CrashLocator, a novel technique for locating crashing faults based on crash stacks and static analysis techniques. Our technique is targeting at locating faulty functions as functions are commonly used in unit testing and helpful for crash reproducing [5, 16]. For a widely-used system, one crashing fault could trigger a large number of crash reports. Therefore, a sufficient number of crash stacks can be used by CrashLocator for crashing fault localization.

CrashLocator expands crash stacks into approximate crash traces (the failing execution traces that lead to crash) using static analysis including call graph analysis, control flow analysis, and backward slicing. For effective fault localization, CrashLocator applies the concept of term-weighting [24]: locating crashing faults is treated as the problem of term weighting, i.e., calculating the importance of a function (term) for a bucket of crash traces (documents). CrashLocator considers several factors to weigh a function: the frequency of a function appearing in a bucket of crash traces, the frequency of a function appearing in crash traces of different buckets, the distance between a function and the crash point, and the size of a function. Using these factors, CrashLocator calculates the suspiciousness score of each function in the approximate crash traces. Finally, it returns a ranked list of suspicious faulty functions to developers. The developers can examine the top N returned functions to locate crashing faults.

We evaluate CrashLocator using real crash data from three different Mozilla products, Firefox, Thunderbird and SeaMonkey. The evaluation results are promising: using CrashLocator developers...
can locate 50.6%, 63.7% and 67.5% of crashing faults by examining top 1, 5 and 10 functions in the returned ranked list, respectively. In addition, the evaluation results show that our approach outperforms the conventional stack-only approaches.

The main contributions of this paper are as follows:

- We propose a novel technique for locating crashing faults. Our framework is based on crash stacks only and does not require additional information from deployment sites or program instrumentation. To our best knowledge, this is the first time such a technique is proposed.
- We implement our technique and evaluate our approach using Mozilla products, which are real and popular projects.

The remainder of this paper is organized as follows: We introduce background information in Section 2. Section 3 introduces some observations based on our empirical study and formulates the crashing fault localization problem. Section 4 describes our approach. Section 5 presents our experimental design and Section 6 shows the experimental results. We discuss issues involved in our approach in Section 7 and threats to validity in Section 8. Section 9 surveys related work followed by the conclusion in Section 10.

2. BACKGROUND

Despite immense efforts spent on software quality assurance, released software products are often shipped with faults. Some faults manifest as crashes after software deployment. The crash information from deployment sites is useful for debugging crashes.

To collect crash information, many crash reporting systems such as Windows Error Reporting [14], Apple Crash Reporter [2], and Mozilla Crash Reporter [25] have been proposed and widely deployed. Figure 1 gives an overview of crash reporting systems. When a crash happens at a deployment site, the system collects crash-related information such as product name, version, operating system, crashed method signature, and crash stack. The collected crash information is sent to the server side upon user permission. Crash reporting systems could receive a large number of crash reports over time. Since multiple crash reports are caused by the same fault, the server checks the duplication of crash reports and assigns those likely caused by the same fault to a bucket. Finally, the crash reporting system presents the bug reports to developers.

Figure 1 is an example of crash stack in a Firefox crash report (crash ID: f2f5573-e2cd-4ce9-92be-b16e72130904). The program crashed at Frame 0. Each frame contains a full-qualified function name and the source file position (source file name and line number).

In large-scale systems such as Microsoft Windows and Mozilla-Firefox, developers receive a large number of crash reports sent by users at deployment sites. These crash reports are automatically grouped into different buckets, according to the crashed method signatures [25]. The grouping is based on the assumptions that a crashing fault results in the same crashed method or similar stacks. Ideally, each bucket should correspond to a unique crashing fault. In this paper, our research goal is to locate the faulty function given a bucket of crash reports.

![Figure 1. An overview of crash reporting system.](image)

3. CRASH LOCALIZATION PROBLEM

3.1 Challenges for Locating Crashing Faults

A crash report typically contains limited information such as crashed method signature and crash stacks. The execution context, including structural coverage, under which the fault was triggered, is unavailable. Localization of faulty functions based on such limited information is challenging. More specifically, we have identified the following two main challenges: incomplete crash trace and uncertain fault location.

**Incomplete crash trace**

Crash stacks only contain partial crash (failing) traces and do not contain information of complete passing execution traces. Therefore, many conventional fault localization techniques cannot be applied. These fault localization techniques allow programmers to locate faults by examining a small portion of code [1, 18, 21, 22]. They contrast the passing execution traces with the failing ones, compute fault suspiciousness of individual program elements (such as statements and predicates), and present a list of program elements ranked by their fault suspiciousness. These techniques are not directly applicable to crashing fault localization because the crash stacks do not contain complete passing and failing execution traces. An alternative is to employ symbolic analysis techniques to generate possible test suites from program crashes, and apply the test suites at deployment site to collect passing and failing execution traces [3, 4]. This, however, requires the availability of a precise specification for all library calls and imposes difficulties to end users if program crashes can lead to serious side-effects. Furthermore, symbolic analysis is expensive and may not scale up to large programs such as Firefox. Another way for collecting complete passing and failing execution traces is to deploy an instrumented version at production. The instrumented version could monitor program execution at deployment sites and send execution traces as well as debugging information to developers. However, such monitoring, which considerably increases execution overheads, is rarely adopted in real production. For example, earlier studies [23, 32] analyzed dynamic binary instrumentation overhead, and found that the average performance overhead is
around 30%-150% for simple instrumentation. A recent method, BugRedux [16], introduces at function call level an average of 17.4% instrumentation overhead, which is still high for many applications.

Uncertain fault location
Schröter et al. [29] investigated crash stacks of Eclipse project. They showed that the bug fixing points of many Eclipse crashing faults involve the functions in stacks, and the bug fixing points are more likely to be found in one of the top 10 stack frames. However, our empirical study on Firefox projects (to be shown in next section) shows that many crashing faults also reside at functions that are popped out from the crash stack. Therefore examining only functions in crash stacks is inadequate. The location of faulty function is uncertain – it may or may not appear in the crash stack.

3.2 Empirical Study on Crashing Faults
To find out the amount of crashing faults that reside in the functions of crash stacks, we performed an empirical study on Firefox. We selected three Firefox releases versions, from 4.0b4 to 4.0b6 as shown in the Table 1. To identify the actual faulty functions that are responsible for the crashes, we mined crash reports, bug reports and change logs as follows:

(1) We analyzed the crash reports collected by Mozilla Crash Reporter [25], and identified the crash reports that have links to bug reports in Mozilla’s bug track system. Since the number of crash reports in a bucket can be large, we followed the practice of Dhaliwal et al. [12] and randomly sampled 100 crash reports in each bucket. If a bucket contains less than 100 crash reports, we collected all the crash reports in it.

(2) For each crashing fault, we collected the corresponding bug report whose status is either "RESOLVED FIXED" or "VERIFIED FIXED". We further validated the links between the crash reports and the bug reports by manual inspection. Given a link between a crash report and a bug report, we exclude the link in our experiments if they describe different product versions.

(3) For each bug report, we identified corresponding bug-fixing changes by mining the source code repository. We then obtained the relevant functions that have been modified to fix the bug.

Following the above steps, we obtained a total of 1107 crash reports corresponding to 51 crashing faults. We found that about 59% to 67% of the crashing faults can be located in the functions of crash stacks. About 33% to 41% of crashing faults reside in other functions.

Table 1. The number of crashing faults in stacks (Firefox)

<table>
<thead>
<tr>
<th>Release Version</th>
<th># Crashing Faults</th>
<th># Crashing Faults Found in Stack</th>
<th>% Crashing Faults Found in Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0b4</td>
<td>9</td>
<td>6</td>
<td>66.7%</td>
</tr>
<tr>
<td>4.0b5</td>
<td>17</td>
<td>10</td>
<td>58.8%</td>
</tr>
<tr>
<td>4.0b6</td>
<td>25</td>
<td>15</td>
<td>60.0%</td>
</tr>
</tbody>
</table>

Through the empirical study, we also make the following observations about the functions that contain crashing faults:

Observation 1: Crash reports in each bucket are mostly caused by the same crashing fault. The function containing the fault appears frequently in the crash traces leading to these crash reports.

Intuitively, if a function appears frequently in multiple crash traces caused by a certain fault, it is likely to be the cause of this fault. Here, we denote crash trace as the failing execution trace triggered by a crashing fault. In our empirical study, we investigated how frequently the buggy functions appear in each bucket, and found that for 89%-92% crashing faults, their associated faulty functions appear in 100% of the crash traces in the corresponding bucket. For 89%-96% crashing faults, the associated faulty function appears in at least 50% of crash traces. The empirical results show that functions that contain crashing faults appear frequently in the crash stacks. Therefore, the function frequency can be an indicator of the suspiciousness of functions.

Observation 2: In a crash trace, functions that contain crashing faults appear closer to the crash point

In our previous work [11], we found that for some Microsoft products, the faulty functions are closer to the crash point than the “clean” functions in a crash trace. This motivates us to investigate how close the faulty functions of Firefox 4.0 are to the crash point. The distance to crash point is defined as the position offset between the current function and the crashed function. Our empirical study shows that for 84.3% of crashing faults, the distance between the associated faulty function and the crash point is less than 5, and for 96.1% of crashing faults, the distance to crash point is less than 10. The results show that the functions that contain crashing faults appear closer to the crash point. Therefore, the distance to crash point can be an indicator of the suspiciousness of functions.

Observation 3: Functions that do not contain crashing faults are often less frequently changed

Intuitively, if a function has not been changed over a long period, it is less likely to cause a crash. We investigated the number of changes made to the crashing faults, and found that 94.1% of faulty functions have been changed at least once during the past 12 months. The results show that “clean” functions are often less frequently changed. Therefore, the function change information can be a useful indicator of the suspiciousness of functions.

The above observations can be applied to locate suspicious functions. We utilize these observations in the design of CrashLocator, which will be introduced in Section 4.

3.3 Problem Definition
The crash traces for multiple crashing faults can be combined into a matrix as shown in Figure 3, where each column indicates a function and each row indicates a crash trace. When a function is covered by a crash trace, it is marked as 1; otherwise as 0. Each crash trace is associated with a specific bucket.

Figure 3. The crash traces for buckets.

The goal of crashing fault localization is to identify the faulty functions that cause a crash. We need to assign a suspicious score to each function in crash traces. Developers can locate faults by examining the functions highly ranked by their suspiciousness scores.

If we treat the crash traces derived from the crash stacks of a bucket as a category of document and a function as a term, such a problem can be considered as a term-weighting problem [24], i.e., computing the importance of a term for documents. Formally, for
a set of buckets $B (B_1, B_2, ..., B_n)$ and a set of functions $F (f_1, f_2, ..., f_m)$, a weight $w_i$ is computed for each function $f_i$ ($1 \leq i \leq m$) to represent the suspiciousness of $f_i$ with respect to $B_i$ ($1 \leq j \leq n$), in such a way that a more suspicious function gets a higher weight.

4. CRASHLOCATOR

4.1 Overview

In this section, we describe the proposed CrashLocator approach. The overall structure of CrashLocator is shown in Figure 4. Given a set of bucketed crash reports, CrashLocator first recovers an approximate crash trace for each reported crash using the program’s static function call graph. Since the associated crash stack does not contain all runtime information, the recovered trace is an approximation of the real crash trace. CrashLocator then calculates the suspiciousness score for each function in the recovered traces. Finally it sorts the functions by their suspicious scores and outputs a ranked list for developers to locate the fault. We describe the process of recovering crash traces in Section 4.2 and the method for ranking suspicious functions in Section 4.3.

4.2 Recovering Crash Traces

4.2.1 Basic Crash Stack Expansion

Functions that contain crashing faults do not always reside in crash stacks. Therefore, to locate such crashing faults, the first step is to recover crash traces based on crash stack. Crash stack only records the stack information at the time of crash, but the functions that were popped out of crash stack during execution are not recorded. To infer possible functions executed before crash, we can leverage the static call graph [28], which captures the function call relationships of a crashing program. A static call graph consists of call pairs. Each call pair consists of the caller and callee functions. As an example, Figure 5(A) shows a static function call graph of a simple program, in which each node represents a function ($f_i$). We use the notation “$f_i \rightarrow f_j$” to denote that $f_i$ invokes $f_j$.

Suppose the program starts from $f_1$ and crashes at $f_{11}$. The crash stack (Figure 5(B)) $f_{11} \rightarrow f_{12} \rightarrow f_{13} \rightarrow f_{14} \rightarrow f_{15}$ actually is not a complete crash trace. Intuitively, we propose a simple crash stack expansion method, which expands the given crash stack based on a function call graph. For example, for $f_{11}$, there are two call pairs $f_{11} \rightarrow f_{12}$ and $f_{11} \rightarrow f_{15}$, since $f_{11}$ could be called before $f_{12}$. $f_{15}$ is included in the approximated crash trace. Once $f_{11}$ is included, $f_{12}$ and $f_{15}$ can be added in turn included in the approximated crash trace. Similarly, by expanding other functions ($f_i, f_{12}$ and $f_{15}$) in the crash stack, an approximated crash trace can be obtained.

To facilitate the description of crash stack expansion, we define a concept called Call Depth:

Definition: The Call Depth of function $f_i$ with respect to a given crash stack $S$ is the least number of function call steps from any functions in $S$ to $f_i$.

As an example, Figure 5(C) shows the call depths of the functions in Figure 5(A). $f_{11}$ is in the crash stack so its depth is 0. $f_{12}$ can be called either by $f_2$ in two steps ($f_2 \rightarrow f_{11} \rightarrow f_{12}$) or by $f_{11}$ in one step ($f_{11} \rightarrow f_{12} \rightarrow f_{15}$). In this case, its call depth is 1 as we choose the least number of steps to be the call depth. The call depth controls the set of functions to be analyzed for fault localization. The value of call depth can be set empirically; greater depth value means that more functions would be analyzed.

In crash stack expansion, we also consider virtual functions. The virtual functions are dynamically mapped to a specific method at program runtime. We apply the class hierarchy analysis method [7] to statically identify virtual function calls. We first use the static analysis tool Understand [33] to extract the overridden relationships among all virtual functions, and then replace each virtual function by all of its overridden functions.

4.2.2 Improved Crash Stack Expansion

In crash stack expansion, the number of functions can increase exponentially with the increasing value of call depth. Many irrelevant functions could be introduced in this process, which may affect crash localization adversely. We improve the basic crash stack expansion algorithm by reducing the number of irrelevant functions using control flow analysis, backward slicing, and function change information.
Our control flow analysis is similar to the approach described in [30], which aims to exclude the functions that are not reachable based on crash stack information. For example, in Figure 5(B) and (D), Frame 0 indicates that a crash happens in the function f17 in File1 at Line1. Using the basic expansion method f14, f15, f16 and f17 are included for further expansion. However, the control flow analysis indicates that f14 is not reachable, and can be treated as irrelevant functions. We apply the control flow analysis to each frame in crash stack and exclude the irrelevant functions from the expanded crash traces.

We perform backward slicing [34] for each frame in the crash stack, starting from the crash point. For example, in Figure 5(D), since crash happened at Line1 of File1, variables s and c are relevant to the crash. First, we treat variables s and c as points of interest for slicing. Then, by backward slicing, we know that variable c is affected by variable b, so we include b in slicing. Finally, we include the functions f16 and f17 for further expansion because they are relevant to variable s, b and c. Although function f15 has been invoked at the time of crash, it has no impact on the crash-related variables and is excluded from the expanded crash traces.

We also leverage the function change information in our crash stack expansion algorithm. Our empirical study has shown that, if a function has not been changed over a long period, it is less likely to contain a crashing fault. Therefore, we select those functions that have been changed at least once within a given period for expansion. In our work, we empirically set the period value to 12 months.

Algorithm: CrashStackExpansion(S,D)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>create HashSets ExpandSet, Set0, Set1, Set2, ..., Setd</td>
</tr>
<tr>
<td>2</td>
<td>for each function fi ∈ S do</td>
</tr>
<tr>
<td>3</td>
<td>insert fi into ExpandSet and Set0</td>
</tr>
<tr>
<td>4</td>
<td>P ← all call pairs starting from fi</td>
</tr>
<tr>
<td>5</td>
<td>for each pair &lt;fi, fj&gt; ∈ P do</td>
</tr>
<tr>
<td>6</td>
<td>if (j is called by fi via CFA and BSA) &amp;&amp; (j is not in ExpandSet)</td>
</tr>
<tr>
<td>7</td>
<td>add fi into ExpandSet and Seti</td>
</tr>
<tr>
<td>8</td>
<td>end if</td>
</tr>
<tr>
<td>9</td>
<td>end for</td>
</tr>
<tr>
<td>10</td>
<td>end for</td>
</tr>
<tr>
<td>11</td>
<td>for k ← 2 to d do</td>
</tr>
<tr>
<td>12</td>
<td>for each function fj ∈ Setk do</td>
</tr>
<tr>
<td>13</td>
<td>P ← all call pairs starting from fj</td>
</tr>
<tr>
<td>14</td>
<td>for each pair &lt;fi, fj&gt; ∈ P do</td>
</tr>
<tr>
<td>15</td>
<td>if hasBeenChangedRecent(fj, period) //Check whether the function fj has been changed at least once within the given period</td>
</tr>
<tr>
<td>16</td>
<td>if fj is not in ExpandSet</td>
</tr>
<tr>
<td>17</td>
<td>add fj into ExpandSet and Setk+1</td>
</tr>
<tr>
<td>18</td>
<td>end if</td>
</tr>
<tr>
<td>19</td>
<td>end if</td>
</tr>
<tr>
<td>20</td>
<td>end for</td>
</tr>
<tr>
<td>21</td>
<td>end for</td>
</tr>
<tr>
<td>22</td>
<td>end for</td>
</tr>
<tr>
<td>23</td>
<td>return ExpandSet</td>
</tr>
</tbody>
</table>

Through the control flow analysis, backward slicing, and the analysis of function change information, we can reduce the number of irrelevant functions during crash stack expansion. The CrashStackExpansion algorithm iteratively expands the crash stack. It takes S and d as inputs, where S is a crash stack, and d is a predefined call depth value. First, we mark all the functions in the original crash stack as depth-0. Then for each function fi in depth-0, we extract all the functions that are called by the function fi via the control flow analysis (CFA) and backward slicing analysis (BSA), and add those functions that are not in ExpandSet into depth-1. After that, for each function fj in depth-1, we extract all the functions that are invoked by fj, and have been changed at least once within a certain period (e.g., in the past 12 months), and add those functions that are not in ExpandSet. This process is repeated until the predefined depth d is reached. Finally, all functions in all depths are collected to form the approximate crash trace.

4.3 Ranking Suspicious Functions

Based on the observations made in our empirical study (Section 3.2) and our prior research on software defect analysis [39, 40, 41], we consider the following four discriminative factors to identify the most suspicious functions that could cause crashes.

Function Frequency (FF):

If a function appears frequently in crash traces caused by a certain fault, it is likely to be the cause of this fault. We identify a factor Function Frequency (FF), which measures the frequency of a function f appearing in crash traces of a specific bucket B:

\[ FF(f, B) = \frac{N_{f,B}}{N_B} \]

where \( N_{f,B} \) is the number of crash traces in bucket B that the function f appears. \( N_B \) is the total number of crash traces in bucket B.

Inverse Bucket Frequency (IBF):

If a function appears in crash traces caused by many different faults, it is less likely to be the cause of a specific fault. We identify a factor Inverse Bucket Frequency (IBF), which measures the discriminative power of a function with respect to all buckets:

\[ IBF(f) = \log \left( \frac{\#B}{\#B_f} + 1 \right) \]

where \( \#B \) is the total number of buckets, and \( \#B_f \) is the number of buckets whose crash traces contain the function f.

Inverse Average Distance to Crash Point (IAD):

If a function appears closer to the crash point, it is more likely to cause the crash. We identify a factor Inverse Average Distance to Crash Point (IAD) that measures how close a function is to the crash point:

\[ IAD(f, B) = \frac{N_{f,B}}{1 + \sum_{j=1}^{N_f} d_{SB_j}(f)} \]

where \( n \) is the number of crash traces in the bucket B that include the function f. \( d_{SB}(f) \) represents the distances between the crash point and f in the j-th crash trace, which is defined as follows:

\[ d_{SB}(f) = pos_j(f) + CallDepth_j(f) \]

where \( pos_j(f) \) is the position offset between the crash point and the stack frame from which f is expanded, in the j-th crash trace. \( CallDepth_j(f) \) is the call depth of f in the j-th crash trace.

Function’s Lines of Code (FLOC):

Our prior research on software defect prediction [39] shows that larger modules are more likely to be defect-prone. Therefore, we use the function’s size as a discriminative factor. We measure function in terms of lines of code and identify a factor FLOC as follows:

\[ FLOC(f) = \log(LOC(f) + 1) \]

where \( LOC(f) \) is the number of lines of code of function f.
Combining the above four factors, we calculate the suspiciousness score of a function $f$ with respect to a bucket $B$ as follows:

$$\text{Score}(f) = FF(f, B) \times IBF(f) \times IAD(f, B) \times FLOC(f)$$

(6)

Our method assigns higher scores to the functions that appear more frequently in crash traces in a bucket, less frequently in crash traces of other buckets, closer to the crash point, and larger in LOC. For each crash bucket, CrashLocator calculates the suspicious score of each function, ranks all the functions by the scores in descending order, and recommends the ranked list to developers. The developers can then examine the top $N$ functions in the list to locate crashing faults.

5. EXPERIMENTAL DESIGN

This section describes our experimental design for evaluating CrashLocator.

5.1 Experimental Setup

We choose three large-scale open source projects, namely Firefox$^1$, ThunderBird$^2$, and SeaMonkey$^3$, as our evaluation subjects, because all of them maintain publically available crash data collected by Mozilla Crash Reporter [25]. We have collected crash reports for 5 releases of Firefox, 2 releases of Thunderbird and 1 recent release of SeaMonkey. Each release contains about 9–20K source files and 120K–280K functions. The collected crash reports are organized into different buckets by the Mozilla Crash Reporter according to the crash signatures (i.e., stacks with the same crash points are categorized in the same bucket).

We followed the same process as described in Section 3 to collect the data. We collected altogether 160 unique crashing faults (buckets). The details of our dataset are listed in Table 2.

5.2 Evaluation Metrics

CrashLocator produces a ranked list of all functions according to their suspiciousness scores (the top most function has the highest suspicious score). Developers can examine the list and locate faulty functions. Clearly, it is desirable that the faulty functions are ranked higher in the list. We evaluate the performance of CrashLocator using the following metrics:

- **Recall@N**: The percentage of crashing faults whose relevant functions can be discovered by examining the top $N$ ($N = 1, 5, 10, \ldots$) of the returned functions. A better crashing fault localization technique should allow developers to discover more faults by examining fewer functions. Thus, the higher the metric values, the better the fault localization performance.

- **MRR (Mean Reciprocal Rank)**, which is a statistic for evaluating a process that produces a list of possible responses to a query [24]. The reciprocal rank of a query is the multiplicative inverse of the rank of the first relevant answer. The mean reciprocal rank is the average of the reciprocal ranks of results of a set of queries $Q$:

$$MRR = \frac{1}{|Q|} \sum_{i=1}^{\text{rank}_i} \frac{1}{\text{rank}_i}$$

(7)

The higher the MRR value, the better the fault localization performance. In our experiment, we use MRR to measure the ability of CrashLocator in locating the first relevant faulty function for all crashing faults.

5.3 Research Questions

To evaluate our approach, we design experiments to address the following research questions:

**RQ1: How many faults can be successfully located by CrashLocator?**

RQ1 evaluates the effectiveness of our approach. To answer RQ1, we evaluate CrashLocator on the dataset described in Table 2. For each crashing fault, we examine the ranked suspicious functions returned by CrashLocator. If any function relevant to the fault is discovered, we consider that the fault is localized. We use Recall@N and MRR to evaluate the performance of CrashLocator.

**RQ2: Can CrashLocator outperform the conventional stack-only methods?**

As described in Section 3, Schröter et al. [29] observed that many crashing faults can be found by manually examining the original crash stacks$^4$. This RQ compares the performance of CrashLocator with the performance of the following three crash stack based localization methods:

- **StackOnlySampling method**, in which we randomly select one crash report from each bucket, rank the functions based on their order in the crash stack, and calculate the percentage of crashing faults that can be localized within the top $N$ functions. As the crash reports in a bucket can differ in stacks, the rank of the functions would be different when sampling different crash reports. To overcome the randomness, we repeat the above process 100 times, and compute the average Recall@N value as the final results.

- **StackOnlyAverage method**, in which we calculate the average distance to crash point of each function appearing in a bucket. The functions are ranked based on the reverse order of the average distance. We then calculate the percentage of crashing faults that can be localized within the top $N$ functions, and compute Recall@N values for all faults.

- **StackOnlyChangeDate method**, in which we randomly select one crash report from each bucket, rank the functions based on the reverse chronological order of their last modified date, and calculate the percentage of crashing faults that can be localized within the top $N$ functions. We repeat the above process 100 times, and compute the average Recall@N value as the final results.

**RQ3: How does each factor contribute to the crash localization performance?**

In Section 4.3, we propose four factors, namely the function frequency (FF) factor, the inverse bucket frequency (IBF) factor, the inverse average distance to crash point (IAD) factor, and the function’s lines of code (FLOC) factor. RQ3 evaluates the effectiveness of these factors on crash localization performance. To answer RQ3, we incrementally integrate the factors into CrashLocator, perform crash localization on all subject systems, and compare the results with the results obtained by Equation 6 (the combination of all the four factors).

**RQ4: How effective is the proposed crash stack expansion algorithm?**

---

4. Our discussions with some Firefox developers have confirmed that they also locate crashing faults by examining stack frames in crash reports.
In Section 4.2, we describe a basic crash stack expansion method, which expands a crash stack based on a static call graph. We also propose an improved crash stack expansion algorithm (the CrashLocator with the basic and improved expansion algorithms functions by utilizing control flow analysis, backward slicing, and function change information. RQ4 evaluates the effectiveness of the improved crash stack expansion algorithm, and compares it with the basic expansion algorithm. To answer RQ4, we run CrashLocator with the basic and improved expansion algorithms respectively, and use the Recall@N and MRR values to evaluate the performance improvement.

6. EXPERIMENTAL RESULTS

This section presents our experimental results by addressing the research questions.

RQ1: How many faults can be successfully located by CrashLocator?

Table 3 shows the crashing fault localization results achieved by CrashLocator for the subject systems. The call depth is set to 5. For each studied subject, CrashLocator can locate the relevant faulty functions for 47.1% to 55.6% of the crashing faults and rank them as the top 1 among the returned results. The Recall@1 value for all subjects is 50.6%. For 53.8% to 78.8% of the crashing faults, CrashLocator can successfully rank their relevant faulty functions within the top 10 returned results. The Recall@10 value for all versions is 67.5%. The results show that using our approach we can locate a large percentage of crashing faults by examining just a few functions (out of more than 121K functions).

Table 3 also shows the performance of CrashLocator measured in terms of MRR. The MRR values range from 0.528 to 0.627. The MRR value for all subjects is 0.559. In general, the evaluation results show that CrashLocator is effective in identifying faulty functions based on crash stacks.

Table 3. The performance of CrashLocator

<table>
<thead>
<tr>
<th>System</th>
<th>Recall@1</th>
<th>Recall@5</th>
<th>Recall@10</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox 4.0b4</td>
<td>5(55.6%)</td>
<td>6(66.7%)</td>
<td>7(77.8%)</td>
<td>0.627</td>
</tr>
<tr>
<td>Firefox 4.0b5</td>
<td>8(47.1%)</td>
<td>12(70.6%)</td>
<td>12(70.6%)</td>
<td>0.566</td>
</tr>
<tr>
<td>Firefox 4.0b6</td>
<td>12(48.0%)</td>
<td>16(64.0%)</td>
<td>16(64.0%)</td>
<td>0.540</td>
</tr>
<tr>
<td>Firefox 14.0.1</td>
<td>13(52.0%)</td>
<td>13(52.0%)</td>
<td>14(56.0%)</td>
<td>0.528</td>
</tr>
<tr>
<td>Firefox 16.0.1</td>
<td>7(53.8%)</td>
<td>7(53.8%)</td>
<td>7(53.8%)</td>
<td>0.542</td>
</tr>
<tr>
<td>Thunderbird 17.0</td>
<td>16(48.5%)</td>
<td>22(66.7%)</td>
<td>26(78.8%)</td>
<td>0.568</td>
</tr>
<tr>
<td>Thunderbird 24.0</td>
<td>9(50.0%)</td>
<td>12(66.7%)</td>
<td>12(66.7%)</td>
<td>0.544</td>
</tr>
<tr>
<td>SeaMonkey 2.21</td>
<td>11(55.0%)</td>
<td>14(70.0%)</td>
<td>14(70.0%)</td>
<td>0.600</td>
</tr>
<tr>
<td><strong>Summary</strong></td>
<td>81(50.6%)</td>
<td>102(63.7%)</td>
<td>108(67.5%)</td>
<td>0.559</td>
</tr>
</tbody>
</table>

RQ2: Can CrashLocator outperform the conventional stack-only methods?

Figure 6 shows that CrashLocator outperforms the three conventional fault localization methods that are based on stack only. In total (combining all studied subjects), 50.6% of the crashing faults can be located by examining the first returned result by CrashLocator, while only 32.6%, 35.6%, and 11.3% of faults can be located in the first function returned by the StackOnlySampling, StackOnlyAverage, and StackOnlyChangeDate method, respectively. Also, 67.5% of the crashing faults can be located by examining the top 10 functions returned by CrashLocator, while only 54.8%, 53.8%, and 46.3% faults can be located in the top 10 functions returned by the StackOnlySampling, StackOnlyAverage, and StackOnlyChangeDate method, respectively. Overall, the improvement of CrashLocator over the stack-only methods ranges from 23.2% to 45.8% in terms of Recall@10.

Table 4. The comparisons between CrashLocator and three stack-only methods (Recall@N).

<table>
<thead>
<tr>
<th>System</th>
<th>CrashLocator</th>
<th>StackOnlySampling</th>
<th>StackOnlyAverage</th>
<th>StackOnlyChangeDate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox 4.0b4</td>
<td>55.6%</td>
<td>33.3%</td>
<td>33.3%</td>
<td>20.1%</td>
</tr>
<tr>
<td>Firefox 4.0b5</td>
<td>47.1%</td>
<td>41.2%</td>
<td>41.2%</td>
<td>19.9%</td>
</tr>
<tr>
<td>Firefox 4.0b6</td>
<td>48.0%</td>
<td>36.0%</td>
<td>36.0%</td>
<td>17.2%</td>
</tr>
<tr>
<td>Firefox 14.0.1</td>
<td>52.0%</td>
<td>32.6%</td>
<td>40.0%</td>
<td>12.6%</td>
</tr>
<tr>
<td>Firefox 16.0.1</td>
<td>53.8%</td>
<td>30.8%</td>
<td>38.5%</td>
<td>7.7%</td>
</tr>
<tr>
<td>Thunderbird 17.0</td>
<td>48.5%</td>
<td>36.4%</td>
<td>39.4%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Thunderbird 24.0</td>
<td>50.0%</td>
<td>33.3%</td>
<td>33.3%</td>
<td>8.7%</td>
</tr>
<tr>
<td>SeaMonkey 2.21</td>
<td>55.0%</td>
<td>15.0%</td>
<td>20.0%</td>
<td>10.0%</td>
</tr>
</tbody>
</table>
Figure 7 shows that, in terms of MRR, CrashLocator also outperforms the stack-only methods for each studied subject. The improvement of CrashLocator over StackOnlySampling ranges from 28.9% to 139%, over StackOnlyAverage from 20.7% to 107%, and over StackOnlyChangeDate from 74.1% to 329%. Pair-wised t-tests also confirm the statistical significance of the results.

Overall, CrashLocator outperforms the conventional stack-only methods. This is because not all faults reside in crash stack. The stack-only methods have an inherent limitation (an upper bound exists) in locating all crashing faults.

For the depth comparison, CrashLocator uses a crash stack expansion approach to generate approximate execution traces, thus it could discover faulty func-

## DISCUSSIONS

### 7.1 How do different depths affect the results?

In our approach, the concept of call depth is adopted to include more functions into the ranked list of suspicious functions. The choice of call depth affects the results of crashing fault localization. Generally, increasing the depth allows to locate more faults, but it also includes more functions into the ranked list.

### Table 5. Faults included in each call depth

<table>
<thead>
<tr>
<th>N</th>
<th>Depth 0</th>
<th>Depth 1</th>
<th>Depth 2</th>
<th>Depth 3</th>
<th>Depth 4</th>
<th>Depth 5</th>
<th>Depth 6</th>
<th>Depth 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall@1</td>
<td>62 (38.8%)</td>
<td>79 (49.4%)</td>
<td>79 (49.4%)</td>
<td>79 (49.4%)</td>
<td>80 (50.0%)</td>
<td>81 (50.6%)</td>
<td>81 (50.6%)</td>
<td>82 (51.2%)</td>
</tr>
<tr>
<td>Recall@5</td>
<td>88 (55.0%)</td>
<td>93 (58.1%)</td>
<td>93 (58.1%)</td>
<td>99 (61.9%)</td>
<td>102 (63.7%)</td>
<td>102 (63.7%)</td>
<td>101 (63.1%)</td>
<td>101 (63.1%)</td>
</tr>
<tr>
<td>Recall@10</td>
<td>91 (56.9%)</td>
<td>95 (59.4%)</td>
<td>95 (59.4%)</td>
<td>103 (64.4%)</td>
<td>106 (66.2%)</td>
<td>108 (67.5%)</td>
<td>106 (66.2%)</td>
<td>106 (66.2%)</td>
</tr>
</tbody>
</table>

Table 5 shows the total number of crashing faults that can be discovered at different call depths, when examining the Top \( N = \{1,5,10\} \) returned functions for all versions. The call depth 0 represents the raw crash stacks without any expansion. For depth-0, when only the top 1 function is examined, 62 crashing faults can be located. This number increases with the increase of call depth.

When the call depth reaches 7, 82 crashing faults can be discovered by examining the top 1 returned function. For Recall@3 and Recall@5, we observe the same trend with the increase of depth. However, since deeper depths introduce more functions, the irrelevant functions among them would affect the ranking of relevant functions. For example, when the depth reaches 7, the Recall@5 and Recall@10 values are slightly worse than the values when the depth is 5.

### 7.2 Why does CrashLocator Work?

CrashLocator uses a crash stack expansion approach to generate approximate execution traces, thus it could discover faulty func-
CrashLocator also considers four factors for locating relevant functions to a fault. The Function Frequency (FF) factor is based on the fact that, if a function is the root cause of a crashing fault, a large number of crash traces caused by this fault should contain this function after expansion. The Inverse Bucket Frequency (IBF) factor is based on the observation that, if a function appears in many different crashing faults’ traces (such as a logging function), this function is less likely to be faulty. CrashLocator also considers the factor of the distance to crash point (IAD), under the assumption that functions closer to the crash point are more crash-prone. This has also been observed by others [11, 29].

We give an example of a crashing fault that can be located using our approach. Let us examine the Firefox Bug 596245, which is associated with 9 crash reports. This bug was fixed at the function nsStyleSheetService::GetStyleContextForElementNoFlush. Similar to Bug 600079, the faulty function does not reside in the crash stacks. With the crash stack expansion algorithm, CrashLocator can successfully find the faulty function into the suspicious list by expansion. If only the IAD factor is considered, the faulty function nsStyleSheetService::GetStyleContextForElementNoFlush is ranked 20th, which is not a very high ranking. CrashLocator also leverages the information from the whole bucket of crash stacks. The FF factor gives lower scores to the functions that are occasionally close to the top of crash stacks and the IBF factor gives lower weight to the commonly-used functions. By combining the factors IAD, FF and IBF, CrashLocator reduces the rankings of irrelevant functions and promotes the rank of the faulty function nsStyleSheetService::GetStyleContextForElementNoFlush to 7th. The factor FLOC further increases the priority and finally CrashLocator can rank the faulty function in the 4th place.

In our approach, CrashLocator leverages the information of crash stacks associated with the same crashing fault (i.e., in the same bucket). A bucket usually contains many crash stacks collected from different clients. However, it is also possible that there is only one crash report in a bucket. CrashLocator still works in this extreme case. The FF and IBF factors would have no contribution to the assignment of weights to the faulty functions. However, the IAD and FLOC factors can still assign higher score to the suspicious functions. For example, in Firefox 4.0b8, 9 crashing faults (buckets) have only one crash report, 6 of them can be successfully located by CrashLocator.

Although CrashLocator is effective, it still cannot locate all crashing faults even after the expansion of crash stacks. For example, the multithread-related faults are difficult to locate. To illustrate this, we take the Bug 505059 as an example. This bug affects the constructor nsStyleSheetService and its destructor. According to the comments of developers recorded in Firefox Bugzilla, this crash is caused by multiple threads accessing the same reference of a service object. Since the initialization and destruction of the object are done in other threads, CrashLocator cannot locate this kind of fault. Discovering all types of crashing faults effectively remains an important future work.

7.3 Can a better bucketing algorithm improve crashing fault localization performance?

In our experiments described in Section 5, we use the crash data provided by Mozilla Crash Reporter [25]. The crash reports are organized into 160 buckets. The bucketing algorithm adopted by Mozilla is not perfect as some buckets are duplicate. We analyze the impact of bucketing accuracy on the performance of crashing fault localization. We manually examine the buckets and merge the duplicate ones (thus making each bucket corresponds to one unique fault), and run the CrashLocator again over the “perfect” buckets. The results show that the fault localization performance does not differ significantly (the differences are less than 0.002, which are not statistically significant), even a better bucketing algorithm is adopted. This is because the extra crash traces provided by duplicate buckets can be also used for effective crashing fault localization.

8. THREATS TO VALIDITY

We identify the following threats to validity:

- **Subject selection bias**: In this experiment, we only use data from Mozilla products because of the difficulty in accessing real-world crash reports. We could not find any other open source projects having a large number of publicly available crash reports that are well collected and organized. In the future, we will evaluate CrashLocator on more projects including industrial projects.

- **Large amount of data**: Our approach works better when there is a large volume of crash reports. For a small or short-living system, the number of crash reports is often small, thus making the statistical analysis inappropriate.

- **Crash data quality**: In this experiment, we directly used the crash data provided by the Mozilla crash reporting system. The quality of crash data could affect fault localization performance. Although we collect crash reports for different Mozilla products, the data could be still biased. In the future, we will investigate techniques to measure and improve the crash data quality.

- **Empirical evaluation**: In this paper, we design experiments to evaluate the effectiveness of CrashLocator. Ultimately, the usefulness of a fault localization method should be evaluated by real developers in actual debugging practice. Performing a user study is an important future work.

9. RELATED WORK

9.1 Crash Analysis

In recent years, many studies have been dedicated to the analysis of crashes of real-world, large-scale software systems. To automatically collect crash information from the field, many crash reporting systems are deployed. For example, Microsoft deployed a distributed system called Windows Error Reporting (WER) [14]. During its ten years of operation, it has collected billions of crash reports [14]. These crash reports have helped developers diagnose problems. After receiving crash reports, a crash reporting system needs to organize them into categories. The process of organizing similar crash reports caused by the same problem is often called bucketing [14]. Dang et al. [11] proposed a method for finding similar crash reports based on call stack similarity. Sung et al. [19] also proposed to identify duplicate crash reports based on the similarity of crash graphs.

Ganapathi et al. [13] analyzed Windows XP kernel crash data and found that OS crashes are predominantly caused by poorly-written
device driver code. Researchers have also proposed methods for reproducing crashes in house. For example, ReCrash [5] was proposed to generate unit tests that reproduce a given crash based on captured program execution information. Csallner and Smaragdakis proposed methods for generating unit test cases for reproducing crashes [9, 10].

The above work studied the construction of a crash reporting system, the causes of crashes, and the reproduction of crashes. Our work also focuses on analyzing software crash reports. Unlike the above work, we address the problem of locating crashing faults, in order to facilitate debugging activities.

9.2 Automated Debugging
Debugging software is an expensive and mostly manual process. Over the years, many automated debugging techniques have been proposed to support debugging tasks. Fault localization methods (e.g., [1, 18, 21, 22]) can rank suspicious statements in programs based on the percentages of failing and passing test cases that execute the statements. These methods mainly differ in the type of execution information collected (e.g., statements [18] or predicates [21, 22]), and in the way they compute suspiciousness scores [1]. Parnin and Orso did an investigation [26] on the effectiveness of fault localization techniques by comparing programmers debugging time with and without automatic debugging tools. Their results show that simply examining a faulty statement in isolation is not enough for developers to detect a bug. Their technique leverages crash stack only and can achieve high accuracy in fault localization at the function level. Our experiments show that developer could locate more than 67.5% faults in different Mozilla products by examining only the top 10 returned functions.

Besides statistical fault localization techniques, many other techniques have also been proposed to facilitate debugging [27, 37]. For example, Yoo et al. proposed Information Theory based techniques that can reduce fault localization costs and improve the effectiveness [35]. Zhou et al. [42] proposed an information retrieval based approach, which can locate faulty files based on initial bug reports. Jiang et al. [15] proposed a context-aware statistical debugging method that can not only locate the bug but also provide the faulty control flow paths. Delta debugging [36] simplifies the failed test cases and yet preserves the failures, producing cause-effect chains and linking them to suspicious statements. Zhang et al. [38] applied program slicing techniques to fault localization by identifying a set of program entities that could affect the values of variables at a given program point. Artzi et al. [3, 4] proposed fault localization methods that leverage combined concrete and symbolic executions. F. Servant and J. Jones [31] leveraged the statistical fault localization results and the history of source code to assign the faults to developers. These techniques require many inputs such as test cases, complete execution traces and initial bug reports. Our approach utilizes only crash stack information.

Llibit et al. [20, 21] proposed a sparse sampling based statistical debugging method that can reduce the overhead of instrumentation in released program. Their sampling instrumentation technique incurs less than 5% slowdown at 1/1000 sampling rate. However, as they pointed out, lower sampling rate means that more sampling traces from users are required in order to observe the rare events (i.e., the observation of faulty entity execution). Therefore their method is more suitable for popular and widely-used software, while our approach only relies on crash stacks collected by a crash reporting system. Furthermore, their approach requires users to execute specially instrumented software releases, while our approach requires only the normal releases of software.

Chilimbi et al. proposed an adaptive and iterative profiling method called Holmes [8] to locate post-release faults. Holmes also considers functions in stack that are closer to the crash point as more important ones. Our approach is different in that Holmes needs to instrument the program and collect the dynamic information from end-users. Also, our approach considers more factors such as the frequency as well as the inverse bucket frequency of a function. Ashok et al. proposed a tool called DebugAdvisor [6], which can facilitate debugging by searching for similar bugs that have been resolved before. DebugAdvisor requires the users to specify their debugging context as a “fat query”, which contains all the contextual information such as bug descriptions. Unlike DebugAdvisor, our work only requires source code and crash stacks.

Jin and Orso proposed a failure reproducing tool named BugRedux [16]. BugRedux collects different kinds of execution data from end users and reproduces field failures using symbolic analysis. The exploration study of BugRedux shows that function call sequence is the most effective data for reproducing faults. To collect function call sequence, the instrumentation overhead is from 1% to 50%, on average 17.4%. Based on BugRedux, Jin and Orso also proposed the F3 approach [17] for localizing field failures. F3 uses the collected execution data to generate multiple passing and failing executions, which are similar to the observed field failures. Both BugRedux and F3 focus on failure reproduction or localization by analyzing an observed failure report one at a time. Our work targets at crashing fault localization by statistically analyzing a large amount of crash data collected from different users. Besides, our work is different from BugRedux and F3 in that our approach does not require code instrumentation and would not cause performance overhead.

10. CONCLUSIONS
In this paper, we propose CrashLocator, a novel technique for automatically locating crashing faults. Based on crash stacks, CrashLocator generates approximate crash traces by stack expansions, computes the suspiciousness scores of all functions in the approximate crash traces, and returns a ranked list of suspicious functions. Our evaluations on three Mozilla products in eight versions show that the proposed approach is effective in locating crashing faults. Using CrashLocator, we can locate 50.6%, 63.7% and 67.5% of crashing faults by examining only top 1, 5 and 10 functions. The evaluation results show that our approach outperforms the conventional stack-only methods significantly, with the improvement in Recall@10 ranging from 23.2% to 45.8%.

In the future, we will evaluate CrashLocator on more projects, including industrial projects. We will also try to integrate CrashLocator into a crash reporting system and evaluate its effectiveness in practice.
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