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Homogeneous Graph/Networks
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Social Network Transportation Network

Gene Network

http://snap.stanford.edu/higher-order/higher-order-SM-science16.pdf

Food Network

http://snap.stanford.edu/higher-order/higher-order-SM-science16.pdf


Heterogeneous Information Networks

• Yizhou Sun, Jiawei Han, et al., 2009-2012 (UIUC)
– Entity type mapping: 

– Link type mapping: 

3http://web.cs.ucla.edu/~yzsun/Tutorials.htm

http://web.cs.ucla.edu/~yzsun/Tutorials.htm


Modern Social Media

• Entities: Person, Check-in location, Articles, etc.

• Relations: Friends, Like, Check-in, etc.
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Scholar Networks

• Entities: Paper, Venue, Author, Keyword, etc.

• Relations: Write, Attend, Contain, etc.
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Venue Paper Author

DBLP Bibliographic Network
http://web.cs.ucla.edu/~yzsun/Tutorials.htm

http://web.cs.ucla.edu/~yzsun/Tutorials.htm


Knowledge Graphs
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• Example of entities and their relations:



Bio-medical Network
• Entities: Gene, Patient, Drug, Disease, etc.

• Relations: Drug repurposing, Genotyping, etc.
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http://web.cs.ucla.edu/~yzsun/Tutorials.htm
https://sites.google.com/site/feiwang03/talks

http://web.cs.ucla.edu/~yzsun/Tutorials.htm
https://sites.google.com/site/feiwang03/talks


Problems in HIN

• Link Prediction

– Homogeneous

– Heterogeneous (recommendation)

• Entity Typing/Profiling

• Similarity Search
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http://bigdata.ices.utexas.edu/project/gene-disease/
http://web.cs.ucla.edu/~yzsun/Tutorials.htm
http://xren7.web.engr.illinois.edu/tutorial.html

Christos’ students or close collaborators

Meta-Path: Author-Paper-Author

http://xren7.web.engr.illinois.edu/tutorial.html
http://web.cs.ucla.edu/~yzsun/Tutorials.htm
http://xren7.web.engr.illinois.edu/tutorial.html


Meta-path, Commuting Matrix, and PathSim

• Meta-path defined over network schema.
– [Sun et al., VLDB’11] 

– E.g.,

• Commuting matrix: 
– e.g., document->word binary occurrence matrix: 𝑊

• Un-normalized similarity: 𝑊𝑇𝑊: dot product
• Overall normalization: PathSim [Sun et al., VLDB’11]  

• Individual normalization: Path Ranking Algorithm [Lao et al., 
ML’10, EMNLP’11]
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Document word DocumentContains Contains



If there are many meta-paths, how to integrate 
them into a machine learning algorithm?
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Representative Applications

• Text Classification

– Unsupervised fusion for many meta-paths

• Recommender System

– Feature based instead of similarity based fusion for 
heterogeneous linking

• Malware Detection

– Supervised fusion using multi-kernel learning
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Text Categorization: Two Challenges

• Impacts many applications!

 Social network analysis, health care, machine reading …

• Traditional approach:

• Two challenges:
 Representation

 Labels
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data
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data
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classifier
Make 

prediction
Make 

prediction



Representation: Bag-of-words
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On Feb. 8, Dong Nguyen announced that he
would be removing his hit game Flappy Bird
from both the iOS and Android app stores,
saying that the success of the game is
something he never wanted. Some fans of
the game took it personally, replying that
they would either kill Nguyen or kill
themselves if he followed through with his
decision.

Frank Lantz, the director of the New York
University Game Center, said that Nguyen's
meltdown resembles how some actors or
musicians behave. "People like that can go a
little bonkers after being exposed to this kind
of interest and attention," he told ABC News.
"Especially when there's a healthy dose of
Internet trolls."

7 February 2014 is going to be a great day in
the history of Russia with the upcoming XXII
Winter Olympics 2014 in Sochi. As the
climate in Russia is subtropical, hence you
would love to watch ice capped mountains
from the beautiful beaches of Sochi. 2014
Winter Olympics would be an ultimate event
for you to share your joys, emotions and the
winning moments of your favourite sports
champions. If you are really an obsessive fan
of Winter Olympics games then you should
definitely book your ticket to confirm your
presence in winter Olympics 2014 which are
going to be held in the provincial town,
Sochi. Sochi Organizing committee (SOOC)
would be responsible for the organization of
this great international multi sport event
from 7 to 23 February 2014.

Flappy Bird
iOS

Android apps 

stores game 

musicians 

Russia 

Winter 
Olympics 

Sochi

mountains 
beaches 

sports 

champions

Mobile GamesMobile Games SportsSports



What Semantics Can HIN Provide for Text?

…

…

… …

Document Word

Named
Entity 
Type 1

Named
Entity 
Type 2

Named
Entity 
Type 3

Named
Entity 
Type T

HIN network-schema: network with multiple object types and/or multiple link types.HIN network-schema: network with multiple object types and/or multiple link types.
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Knowledge Empowered Text Classification

World Knowledge 
Specification

World Knowledge 
Specification

World Knowledge 
Representation

World Knowledge 
Representation

LearningLearning

Text and
World 

Knowledge 
Graphs

Wang et al., KDD’15
Wang et al., TKDD’16
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Semantic parsing is the task of mapping 
a piece of natural language text to a 
formal meaning representation.

Trump is the president of the United States of AmericaDocument

People.DonoldTrump PresidentofCountry.Country.USALogic form

• Motivation: [Berant et al. EMNLP’13] aim to train a parser from 
question/answer pairs on a large knowledge-base Freebase
– Existing semantic parsing approaches, that require expert annotation

– Scales to large scale knowledge-bases, supervised by the QA pairs

• We extend it to document analysis.

World Knowledge Specification:
Unsupervised Semantic Parsing for Documents
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Trump

is

president 

of

United States of America

People.DonoldTrump

Country.USA

intersection

People.DonoldTrump PresidentofCountry.Country.USA

lexicon

lexiconlexicon

PresidentofCountry

PresidentofCountry.Country.USA

join
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World Knowledge Specification:
Unsupervised Semantic Parsing for Documents

Trump is the president of the United States of AmericaDocument



Example Meta-paths in Text HIN

Capturing higher-order and more subtle relations

On Feb.10, 2007 , Obama announced his 
candidacy for President of the United States 
in front of the Old State Capitol located in
Springfield, Illinois.

Bush portrayed himself as a compassionate 
conservative, implying he was more suitable 
than other Republicans to go to lead the 
United States.

Obama
Feb

candidacy 

announced

President

Bush

compassionate

lead
Republicans

portrayed

Obama

Old State 
Capitol 

Feb.10, 
2007

United 
States

Springfield, 
Illinois

Bush

Word

Document

Location

Date

Politician

Document Politician Country Politician Document
Contains Contains

Document Baseball Sports Baseball Document
Contains Contains

Affiliation In Affiliation In
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State
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KnowSim

An ensemble of similarity measures defined on structured HIN.

• Intuition: The larger number of highly weighted meta-paths 
between two documents, the more similar these documents 
are, which is further normalized by the semantic broadness.

• KnowSim is computed in nearly linear time.

Semantic overlap: the number of meta-paths between two documents.

Semantic broadness: the number of total meta-paths between themselves.

19Wang et al., KnowSim: A Document Similarity Measure on Structured Heterogeneous Information Networks. ICDM’15.
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Challenges

Number of meta-paths could be very large.

#1: How should we generate the large number of meta-paths at the same time?
Previous studies only focus on single meta-path, enumeration over the network is OK. In real
world, what will happen when thousands of meta-paths are needed?

20

The weight/importance of each meta-path is different when the domain is different.

#2: How should we decide the weight of each meta-path?
Previous studies treat them equally. In real world, different meta-path should contribute
differently in various domains.

# of meta-paths: 
20NG (325) GCAT (1,682)



Meta-Path Dependent Random Walk

• Compute Personalized PageRank
(PPR) around seed nodes.

• The random walk will get trapped
inside the blue sub-graph.

Local
graph

• Algorithm outline
• Run PPR (approximate

connectivity to seed nodes)
with teleport set = {S}

• Sort the nodes by the
decreasing PPR score

• Sweep over the nodes and
find compact sub-graph.

• Use the sub-graph instead of
the whole graph to compute
# of meta-paths between
nodes.

Intuition: Discovering compact
sub-graph based on seed 
document nodes.

21

Frobenius norm of approximation of 
commuting matrices on 20NG dataset



Meta-Path Ranking

• Maximal Spanning Tree 
based Selection [Sahami,
1998]

• Laplacian Score based 
Selection [He, 2006]
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# of meta-paths: 20NG (325) and GCAT (1,682)
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Experiments
Document datasets

Name #(Categories) #(Leaf Categories) #(Documents)

20Newsgroups (20NG) 6 20 20,000

MCAT (Markets) 9 7 44,033

CCAT (Corporate/Industrial) 31 26 47,494

ECAT (Economics) 23 18 19,813

World knowledge bases

Name #(Entity Types) #(Entity Instances) #(Relation Types) #(Relation Instances)

Freebase 1,500 40 millions 35,000 2 billions

publicly available knowledge base with entities and relations collaboratively collected by its 
community members.

YAGO2 350,000 10 millions 100 120 millions

a semantic knowledge base, derived from Wikipedia, WordNet and GeoNames.

MCAT, CCAT, ECAT are top categories in RCV1 dataset containing manually labeled 
newswire stories from Reuter Ltd.

The number is reported in [X. Dong et al. KDD’14], In our downloaded dump of Freebase, 
we found 79 domains, 2,232 types, and 6,635 properties. 23



Spectral Clustering with KnowSim (ICDM’15)

Datasets Similarity 
Measures

BOW BOW+TOPIC BOW+TOPIC+ENTITY

20NG Cosine 0.3440 0.3461 0.4247

Jaccard 0.3547 0.3517 0.4292

Dice 0.3440 0.3457 0.4248

GCAT Cosine 0.3932 0.4352 0.4106

Jaccard 0.3887 0.4292 0.4159

Dice 0.3932 0.4355 0.4112

KnowSim+UNIFORM KnowSim+MST KnowSim+LAP

20NG 0.4304 0.4304 0.4461 (+3.9%)

GCAT 0.4463 0.4653 0.4736 (+8.8%)

• Non-linear clustering (Ng et al., NIPS’01)

– Construct k-NN graph based on pair-wise similarities

– Perform k-means over Eigen vectors of the graph Laplacian

24Wang et al., KnowSim: A Document Similarity Measure on Structured Heterogeneous Information Networks. ICDM’15.



Average accuracy

Model SVMHIN SVMHIN+KnowSim IndefSVMHIN+KnwoSim

Settings DWD+other
MetaPaths

DWD+other
MetaPaths

20NG-SIM 91.60% 92.68% 93.38%

20NG-DIF 97.20% 98.01% 98.45%

GCAG-SIM 94.82% 96.04% 98.10%

GCAT-DIF 91.19% 91.88% 93.51%

Classification Results with SVM needs a positive semi-
definite(PSD) kernel matrix (AAAI’16)

Average accuracy

Model Discrete Embedding

Settings BOW BOW+ENTITY Word2vec

20NG-SIM 90.81% 91.11% 91.67%

20NG-DIF 96.66% 96.90% 98.27%

GCAG-SIM 94.15% 94.29 96.81%

GCAT-DIF 88.98% 90.18% 90.64%

Mikolov 2013.
Window: 5
Dim: 400

25Wang et al., Text Classification with Heterogeneous Information Network Kernels. AAAI’16.



Results on Semi-supervised Learning (IJCAI’17)

• BOW: bag-of-words

• Entity: entities extracted by semantic parsing

• NB: naïve Bayes

• SVM: support vector machines

• LP: label propagation
– LP+Meta-graph: co-training [Wan et al., SDM’15]

– KnowSim: unsupervised ensemble of meta-paths [Wang et al., ICDM’16]
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• We show our results of five labeled training data for each class. All the numbers are 
averaged accuracy (in percentage %) over 50 random trials.

Jiang et al., Semi-supervised Learning over Heterogeneous Information Networks by Ensemble of Meta-graph Guided RandomWalks. IJCAI’17.



Representative Applications

• Text Classification

– Unsupervised fusion for many meta-paths

• Recommender System

– Feature based instead of similarity based fusion for 
heterogeneous linking

• Malware Detection

– Supervised fusion using multi-kernel learning

27



RS is Everywhere Nowadays
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Typical Recommendation Problem

29

User

Item



Matrix Factorization

• Matrix Factorization is one of the most popular 
methods for collaborative filtering

– Given matrix 𝑅 ∈ R𝑛∗𝑚

– each row represents an user i

– While each column an item j
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Other Existing Approaches
• Collaborative Filtering: Recommend items based only on the 

users past behavior
– User based: find similar users for what they liked
– Item based: find similar items which I have liked

• Content based: extract features for items

• Personalized learning to rank

• Demographic: user profiling

• Social recommendation: trust based

• Hybrid

31



It’s a Heterogeneous Information Network!
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A Typical Network Schema of Yelp
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• R: reviews; 

• U: users; 

• B: business; 

• Cat: category of item; 

• Ci: city



Meta-graphs Extracted From Yelp
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Compute a Similarity based on Meta-graph
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How to Assemble Different Meta-graphs?

36

HeteRec [Yu et al., 
WSDM’14]: 

Factorize each meta-path

Ensemble using the 
recovered matrices

Item-based CF

SemRec [Shi et al., 
CIKM’15]:

Ensemble of original 
similarity matrices 
based on different 
meta-paths

User based CF

• Existing works still work on similarities



How to Assemble Different Meta-graphs?

• Factorization Machine [Rendle ICDM’10, TIST’12]

– One of the state-of-art recommendation model recent 
years.
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Matrix Factorization (MF)+Factorization Machine (FM)

• For each meta-graph, do MF:

• Given all MF latent features:

– L meta-graphs

– F dimension of MF

• Do FM:

38



Automatic Meta-graph Selection

• The original cost function of FM

• + group lasso:
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L meta-graphs
• In side meta-graph: L2 norm
• Between meta-graphs: L1 norm

nonmonotonous accelerated 
proximal gradient (nmAPG) 
algorithm [Li and Lin, NIPS'15]



Comparison Results

• HeteRec [Yu et al., WSDM’14]: 

– Factorize each meta-path

– Ensemble using the recovered matrices

– Item-based CF
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• SemRec [Shi et al., CIKM’15]:

– Ensemble of original similarity 
matrices based on different meta-
paths

– User based CF

Traditional 
Approaches

HIN Based 
Approaches



Selected Meta-graphs for Yelp
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Representative Applications

• Text Classification

– Unsupervised fusion for many meta-paths

• Recommender System

– Feature based instead of similarity based fusion for 
heterogeneous linking

– Malware Detection

• Supervised fusion using multi-kernel learning

42



Malicious Software
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Heterogeneous Information Network Representation
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Multi-kernel Learning
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Performance of Different Meta-paths
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Conclusion

Heterogeneous information networks as explicit semantic analysis

We worked on how to fuse different kinds of information
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Many interesting ideas and results and could be applied in the 
context of DL
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Thank You! 


