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Generative AI: Future and Challenge

LLM market may grow to $1.3 
trillion over the next 10 years

For AI empowered applications, data 
privacy and security issues remain unsolved

https://www.bloomberg.com/professional/blog/generative-ai-races-toward-1-3-trillion-in-revenue-by-2032/
https://www.businessinsider.com/facebook-users-want-revenge-after-cambridge-analytica-data-breach-2018-4
https://infotrust.com/articles/chatgpt-ban-in-italy/
https://finance.yahoo.com/news/introducing-securegpt-pioneering-future-llm-144700843.html

“Integrating large language models 
(LLMs) and other generative AI (GenAI) 
models in enterprise applications bring 
new risks in three categories: content 
anomalies, data protection and AI 
application security.” Gartner found “that 
data privacy is the No. 1 risk users are 
concerned about,” and that currently 
there is no solution on the market that 
addresses all three areas of risk.

LLMs are already over 
the top of the hype

GenAI-enabled 
applications and domain 
applications are arising
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Traditional Trustworthy LLM Related Research

Security breach:
Unintended or unauthorized 
system usage.

Page 4
Privacy- and Utility-Preserving Textual Analysis via Calibrated Multivariate Perturbation, Oluwaseyi Feyisetan, Borja Balle, Thomas Drake, Tom Diethe, WSDM 2020.

Privacy breach:
Unintended or unauthorized 
data disclosure during intended 
system uses.



Emerging Regulations on AI Safety
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• European Union (EU): an 'omnibus' approach that sets privacy guidelines within the EU

• General Data Protection Regulation (GDPR)

• The EU AI Act

• US: Sectorial Laws cover various specific sectors and regions for privacy specifications

• California: California Consumer Privacy Act (CCPA)

• Medical: Health Insurance Portability and Accountability Act (HIPAA)

• China: 

• Basic Security Requirements for Generative Artificial Intelligence Service

• Data Security Law of the People's Republic of China

• Personal Information Protection Law of the People's Republic of China

https://www.pcpd.org.hk/english/data_privacy_law/ordinance_at_a_Glance/ordinance.html
http://politics.people.com.cn/n1/2022/0920/c1001-32529654.html
https://gdpr.eu/what-is-gdpr/
https://oag.ca.gov/privacy/ccpa

https://www.pcpd.org.hk/english/data_privacy_law/ordinance_at_a_Glance/ordinance.html
http://politics.people.com.cn/n1/2022/0920/c1001-32529654.html
http://politics.people.com.cn/n1/2022/0920/c1001-32529654.html
http://politics.people.com.cn/n1/2022/0920/c1001-32529654.html
https://gdpr.eu/what-is-gdpr/
https://gdpr.eu/what-is-gdpr/
https://gdpr.eu/what-is-gdpr/
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Difference between Privacy Protection and Compliance

• Privacy protection
• Safeguard individual information and rights
• Go further to address the specific needs and 

rights of individuals, including their control 
over their data

• Privacy protection is often a subset of 
compliance

• Compliance
• Adhere to legal and regulatory requirements
• Ensure that organizations follow rules
• Compliance can involve non-privacy-related 

requirements (e.g., financial transparency)

6

Privacy Protection

Compliance

Primary Focus Adhering to laws/standards

Scope Broad (covers multiple areas)

Driver Legal and regulatory requirements

Example Activities Audits, reporting, certifications

Consequence Legal penalties, fines

Primary Focus Protecting individual data rights

Scope Narrow (focused on personal data)

Driver Ethical and legal responsibility

Example Activities Consent management, data encryption

Consequence Breaches, loss of trust, fines



Compliance is more Contextual

• PII: Personal Identifiable Information

• Align privacy to human perception and 
regulations
• What should be regarded as private information?

• How to design LLM systems to relieve people’s 
concerns?

• More contextualized privacy judgment
• Can we formulate privacy mathematically or 

logically?
7



Jane, a 45-year-old woman, visited her 
primary care physician, Dr. Smith, for her 
annual checkup. During the appointment, 
Dr. Smith discovered abnormalities in her 
blood test results and sent the results to 
Dr. Adams for specialist diagnostic 
assessment and treatment planning.

“People act and transact in society not simply as individuals in an undifferentiated social world, 
but as individuals in certain roles in distinctive social contexts.” 

How to Make LLMs/Agents be Compliant?

— Helen Nissenbaum

1. Protected Health Information (PHI)
• Name, address, phone number
• Medical records

2. Has the privacy been violated? Why?
     • Patient Consent?
     • Hospital Regulation?

8



The HIPAA Privacy Rule

• Health Insurance Portability and 
Accountability Act 

• California Consumer Privacy Act
• General Data Protection Regulation
• Personal Information Protection and 

Electronic Documents Act
• …

…

Complexity of applicationComplexity of understanding

9



Privacy Related Ontology

10
https://github.com/SanondaDattaGupta/OPPO-Ontology
https://w3c.github.io/dpv/2.1/dpv/

• Traditional 
knowledge based 
approach

• Map entities and 
covered information 
into specific items
• Of course not 

complete

https://github.com/SanondaDattaGupta/OPPO-Ontology
https://github.com/SanondaDattaGupta/OPPO-Ontology
https://github.com/SanondaDattaGupta/OPPO-Ontology
https://w3c.github.io/dpv/2.1/dpv/


Contextual Integrity (CI) Theory

Sender

Information Subject

Information Type

Recipient

Transmission Principle

Express as a norm: 

11

—by Helen Nissenbaum



Jane, a 45-year-old woman, visited her 
primary care physician, Dr. Smith, for her 
annual checkup. During the appointment, 
Dr. Smith discovered abnormalities in her 
blood test results and sent the results to 
Dr. Adams for specialist diagnostic 
assessment and treatment planning.

How does Contextual Integrity Help with the Case?

Ground

Sender

Information Subject

Information Type

Recipient

Transmission Principle

12



Jane, a 45-year-old woman, visited her 
primary care physician, an LLM Agent A, 
for her annual checkup. During the 
appointment, the LLM A discovered 
abnormalities in her blood test results 
and sent the results to another Agent B 
for specialist diagnostic assessment and 
treatment planning.

What if Dr. Smith and Dr. Adam are Agents?

13

Agent A calls functions/tools to test 
Jane’s checkup items

Agent A calls functions to send  
Jane’s blood test results to Agent B

Here, we not only need to do privacy protection, but also to check 
compliance for service providers of both Agent A and Agent B



Outline

• Grounding cases with CI

• Methodology and Benchmark

• MCIP for Agents

14
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Convert Privacy to Reasoning based on Contextual Integrity

Wei Fan, Haoran Li, Zheye Deng, Weiqi Wang, Yangqiu Song. GoldCoin: Grounding Large Language Models in Privacy Laws via Contextual Integrity Theory. EMNLP 2024 Outstanding Paper.
Haoran Li, Wei Fan, Yulin Chen, Jiayang Cheng, Tianshu Chu, Xuebing Zhou, Peizhao Hu, Yangqiu Song. Privacy Checklist: Privacy Violation Detection Grounding on Contextual Integrity Theory. Arxiv 2024 

Receiver 𝒑𝟐 

Role: Covered Entity Role: Patient

Role: Patient

Attribute: Surgery Report 

Subject 𝒒

Sender 𝒑𝟏

Context:
Surgeon Alice sends Bob’s surgery operative report to Bob.

Regulation:
HIPAA 164.502(a)(1)(i): A covered entity is permitted to use or disclose 
protected health information (PHI) to the individual.

Identification:
    1) Surgeon Alice is a covered entity.
    2) Surgery operative report belongs to protected health information.
    3) Bob is the patient (individual) and subject of the transferred report.

Conclusion: 

    According to the regulation, the given context is permitted by HIPAA.



Jane, a 45-year-old woman, visited her 
primary care physician, Dr. Smith, for her 
annual checkup. During the appointment, 
Dr. Smith discovered abnormalities in her 
blood test results and sent the results to 
Dr. Adams for specialist diagnostic 
assessment and treatment planning.

How to Ground LLMs to Law?

Task 1: Does the law apply in this case?

Task 2: Is this case permitted under this law?

16



Challenge 1: Lack of framework to identify privacy boundaries across 
different contexts

Challenge 2: Lack of relevant dataset

Challenges of Grounding LLMs to Laws

17



GOLDCOIN: Legal Statute Structuring (Tackle C1)

HIPAA

164.502 (a)

164.502 (a)(1)

164.502 (a)(1)(ii)

164.502 (a)(1)(iii)164.502 (a)(1)(i)

Norm

18



Case Generation via Contextual Integrity (Tackle C2)

Norm Feature Mapping

Background Generation

19



GOLDCOIN : Grounding LLMs in Laws Via Contextual Integrity

Instruction Tuning on Generated Cases For Grounding

Task 1: Applicability Task 2: Compliance

20
Relatively early work, EMNLP 2024 Outstanding paper 



Outline

• Grounding cases with CI

• Methodology and Benchmark
• RAG

• RL

• MCIP for Agents

21



How Legal Experts Decide Privacy Violations?

22

• Identify the legal questions from the given context.

Issue

• Find relevant rules in deciding the issue stated.

Rule

• Analyze and apply the rules.

• Utilize all the rules including exceptions as is required by the analysis.

Application

• Restates the issue and provides the final answer.

Conclusion

Anonymized Sampled GDPR Case: An individual began receiving unsolicited advertising emails from Rossi 
Carta S.r.l. Despite the individual's attempts to stop these emails by exercising their data subject rights, the 
company failed to properly process these requests.

Legal experts apply legal analysis via reasoning based on the case and rules.

• IRAC analysis: Issue, Rule, Application, and Conclusion.



Our Proposal: Compliance Checking as RAG

23

IRAC via Retrieval augmented 
generation (RAG):

• Issue: Identify the questions 
via contextual integrity theory

• Rule: Find applicable rules 
with implemented retrievers

• Application: Analyze the full 
content of retrieved rules 
including exceptions and apply 
the rules on the issue via LLM 
reasoning.

• Conclusion: Restates the issue 
and provides the final answer 
with explanations and cited 
rules.

How can we determine 
privacy violations? 



• A CI-based 
example of privacy 
evaluation

• A checklist is used 
in the template to 
assign social roles, 
attributes, and 
information types, 
etc.

24



Use LLM to Evaluate Privacy Compliance

• Objective: 
• 3-way classification for legal compliance: Permit/Prohibit/Not Applicable
• Context Understanding: Multiple-choice questions with 3 difficulty levels

• DP: Direct prompt
• Directly ask LLMs to determine if the given context is permitted, prohibited, or unrelated to 

HIPAA.

• Chain-of-thought (CoT): CoT prompt with automatic planning 
• Prompt LLMs to automatically generate step-by-step plans
• Execute the steps to determine privacy violations

• Retrieval augmented generation (RAG):
• Use LLM explanation to clarify the case context with legal terms to facilitate the retrieval 

process and then use BM25 to search for relevant sub-rules
• Prompt both content and IDs of these sub-rules into the CoT-manual prompt

25



Experimental Setups

Data Statistics

26

• Evaluated on multiple LLMs including
• Open-sourced Instructed LLMs: Llama3.1, Qwen2.5, Mistral-v0.2

• Close-sourced LLM: GPT-4o-mini

• Reasoner LLMs: Qwen-QwQ-32B, DeepSeek-R1 (671B)

Statistics of Compliance Data Statistics of MC Questions

HIPAA:   The Health Insurance Portability  and Accountability Act 

GDPR: The EU's General Data Protection Regulation

AI Act: The EU Artificial Intelligence Act

ACLU: American Civil Liberties Union 



Experimental Results

27

The collected EU AI Act and ACLU subsets are the most challenging subsets for legal compliance.
- EU AI Act entered into force in Aug 2024. There is no real case for now.
- ACLU requires diverse background legal knowledge.



Experimental Results

28

Chain-of-Thought reasoning and naive RAG implementation may not 
always help improve LLMs’ safety and privacy compliance.



Experimental Results

29

For cases of the AI Act, LLMs cannot distinguish well between 
permitted and not applicable cases.



Legal data processing
• AI Act, GDRP, HIPAA
• Structuralize 

regulations.
• Contextualize legal 

cases.
Cold-starting
• Reasoning trajectories 

from DeepSeek-R1.
• SFT training on them.
Reinforcement Learning
• Rule-based reward. 

𝑅 𝑠, 𝑎  = 𝟙 𝑠, 𝑎  is compliant

• Contextualized 
compliance reasoning.

• Regulation alignment.

Reinforcement 
Learning

30



In-domain Evaluation

• On our 6K legal case dataset: 3-way classification

31



Out-of-domain Evaluation

32

LegalBench2 (legal domain with 162 tasks). 

LawBench1 (Chinese legal domain)

MMLU3 results (general domain with 57 tasks). 

1. https://github.com/open-compass/LawBench
2. https://hazyresearch.stanford.edu/legalbench   
3. https://huggingface.co/datasets/cais/mmlu 

https://github.com/open-compass/LawBench
https://github.com/open-compass/LawBench
https://github.com/open-compass/LawBench
https://github.com/open-compass/LawBench
https://hazyresearch.stanford.edu/legalbench
https://hazyresearch.stanford.edu/legalbench
https://huggingface.co/datasets/cais/mmlu
https://huggingface.co/datasets/cais/mmlu


Outline

• Grounding cases with CI

• Methodology and Benchmark

• MCIP for Agents

33



Jane, a 45-year-old woman, visited her 
primary care physician, an LLM Agent A, 
for her annual checkup. During the 
appointment, the LLM A discovered 
abnormalities in her blood test results 
and sent the results to another Agent B 
for specialist diagnostic assessment and 
treatment planning.

Recall This Example

34

Agent A calls functions/tools to test 
Jane’s checkup items

Agent A calls functions to send  
Jane’s blood test results to Agent B

Here, we not only need to do privacy protection, but also to check 
compliance for service providers of both Agent A and Agent B
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From Models to Agents

Figure credit: Luo J, Zhang W, Yuan Y, et al. Large language model agent: A survey on methodology, applications and challenges[J]. arXiv preprint arXiv:2503.21460, 2025.

LLM is an 
Agent.

Agent can search, 
make notes, perform 
action.

Agent can 
further interact 
with each 
other and even 
effect the real 
world.
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Agent/Tool Providers are Like Plugin Devices  

Just like USB-C connect devices

LLM needs protocol to connect other 
resources and tools, like bus

https://composio.dev/blog/what-is-model-context-protocol-mcp-explained/
https://www.a2aprotocol.net/blog/mcp-vs-api

https://composio.dev/blog/what-is-model-context-protocol-mcp-explained/
https://composio.dev/blog/what-is-model-context-protocol-mcp-explained/
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https://www.a2aprotocol.net/blog/mcp-vs-api
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https://www.a2aprotocol.net/blog/mcp-vs-api
https://www.a2aprotocol.net/blog/mcp-vs-api
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Interfaces Converge to Unified Protocols

Protocol Initiator Key Contribution

MCP
(Model Context Protocol)

Anthropic
Proposed a JSON-RPC protocol for 

standardized context ingestion and tool 

invocation.

A2A
(Agent-to-Agent Protocol)

Google

Introduced peer discovery, capability 

exchange, and decentralized agent 

dialogues.

ACP
(Agent Communication Protocol)

IBM Research

Defined performative messaging 

primitives with formal types and security 

layers.

ANP
(Agent Network Protocol)

Open-source

Peer-to-peer protocol enabling cross-

platform and cross-organization agent 

communication over the open internet.

……

Most advanced agent interoperability protocols

Ehtesham A, Singh A, Gupta G K, et al. A survey of agent interoperability protocols: Model context protocol (mcp), agent communication protocol (acp), agent-to-agent protocol (a2a), 
and agent network protocol (anp)[J]. arXiv preprint arXiv:2505.02279, 2025.

Protocol-aligned solution to challenges 
in agent communication.
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MCP (Model Context Protocol)
Basic structure An example of interaction 

Reference: Jing H, Li H, Hu W, et al. MCIP: Protecting MCP Safety via Model Contextual Integrity Protocol[J]. arXiv preprint arXiv:2505.14590, 2025

https://modelcontextprotocol.io/introduction

https://modelcontextprotocol.io/introduction
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MCP is Just Beginning, Much Remain to Explore

The problems of MCP: 

https://modelcontextprotocol.io/docs/concepts/prompts

Low efficiency: MCP just embed all 
resources when handling user enquiry.

Poor scalability: There is no planning step 
in MCP, make complex tasks challenging.

What’s more, there is no cache mechanism 
in MCP.

Agent Graphs: enabling complex agent 
topologies through namespacing and 
graph-aware communication patterns

https://github.com/bdemsky/agentgraph
https://modelcontextprotocol.io/development/
roadmap#multimodality

Poor safety: No centralized 
security oversight and monitoring 
mechanism.

MCIP
https://arxiv.org/abs/2505.14590

https://modelcontextprotocol.io/docs/concepts/prompts
https://github.com/modelcontextprotocol/specification/discussions/94
https://github.com/bdemsky/agentgraph
https://modelcontextprotocol.io/development/roadmap#multimodality
https://modelcontextprotocol.io/development/roadmap#multimodality
https://arxiv.org/abs/2505.14590
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MCIP = MCP + CI

Safety aware model: 

I want calculate a tip. 

Function: 
transection

audit

Function: 
calculator

Calculation
result

Result is …
Risk from…

Tracking tool: Consider each step into a CI 
tuple with 5 elements  

Sender
(User)

Information type
(Enquiry)

Recipient
(Agent)

Subject
(User)

Flow 1: User to Agent… 

Flow 2: Agent to Server… 

Flow 3: Server to Agent… 

Flow 4: Agent to User… 

A Single Dialogue

Function Calling

Under Transmission principle: Data minimization…



MCIP Parsed Trajectory as Logs

41

CLIENT sends FUNCTION REQUEST (or 
FUNCTION PARAMETER) about 
SUBJECT to SERVER under 
TRANSMISSION PRINCIPLE. 

SERVER sends FUNCTION LIST (or 
FUNCTION RETURN) about SUBJECT 
to CLIENT under TRANSMISSION 
PRINCIPLE. 

USER sends QUERY about SUBJECT to CLIENT 
under TRANSMISSION PRINCIPLE. 

CLIENT sends RESPONSE about SUBJECT to 
USER under TRANSMISSION PRINCIPLE. 

Malicious 
MCP clients

Malicious 
MCP servers

Trajectory: a term used in CI
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MCIP Taxonomy

Threat Phases
• Config and Termination Phase

• Risks in this phase come from 
malicious actors in the market, 
who may mislead users into 
trusting insecure servers

• Client–Server Interaction Phase
• Both the client and the server may 

inject malicious instructions to the 
LLM
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MCIP Taxonomy

Threat Sources
• Client
• Server

Threat Types
• Confusion
• Overwriting
• Corruption
• Escalation
• Redundancy
• Drift
• Misleading
• Evasion
• …

Most agent 
security 
evaluations and 
recent MCP 
attacking models 
are falling into 
these types 
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MCIP Taxonomy
Threat Scopes
• Intra-flow Behavior

• Missing or wrong elements of CI tuple 
• Sending a user query to the wrong server 

falls under the recipient subcategory

• Single-flow Behavior
• Missing or redundant step
• A required verification step may be skipped 

under an unknown attack, resulting in 
unintended privilege escalation

• Inter-flow Behavior
• Order of trajectories
• A verification step should precede any data 

access. However, if an attacker is able to 
reverse this order by accessing the data 
before verification, it may lead to privilege 
leakage 
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Experimental Setups
• Data

• Real dialogue data from open-source dataset: 
glaive-function-calling-v2, toolace

• Synthetic risk cases according the taxonomy.

• Evaluated LLMs
• SOTA function calling models: xLAM series, 

ToolACE-2

• SOTA general LLM: Qwen2.5 series, Deepseek-R1

• MCIP Guardian using Llama2 8B trained from 
synthetic log data.

https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/Team-ACE/ToolACE 

xLAM: A Family of Large Action Models to Empower AI Agent Systems. Jianguo Zhang et al., 2024 
ToolACE-R: Tool Learning with Adaptive Self-Refinement. Xingshan Zeng et al., 2025

https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/glaiveai/glaive-function-calling-v2
https://huggingface.co/datasets/Team-ACE/ToolACE
https://huggingface.co/datasets/Team-ACE/ToolACE
https://huggingface.co/datasets/Team-ACE/ToolACE
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A typical dialogue of tool use Synthetically annotated log data

• We first sample 2,000 rows from each of glaiveai/glaive-function-calling-v2 (train and test) and toolace (test) as our gold data. 
• Using the DeepSeek-R1 model, we annotate each formal dialogue in a unified information flow format. 
• We construct a training dataset consisting of 13,830 instances, covering all 11 categories same to MCIP-bench. 
• On average, each training instance contains around 8 information transmission steps.
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Excessive Privileges Overlapping (malicious server): unnecessarily powerful 
for the task



Examples
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Data Injection (malicious client): malicious client injects fake return values
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Function Calling Make Models Over-approve

• BFCL Acc: This measure how model can utilize.
• Risk Resistance: This task is to classify risks into 11 specifical types, decide exact defense strategy.
• ToolACE Risk Resistance: Contain unseen functions to perform as a generalization test.
• Safety Awareness: This measure whether can decide safety or unsafety in a given dialogue.

Models struggle to decide safety and further classify it.

Our model is only trained on glaive-function-calling-v2
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Safety-Utility Trade-off

• General ability enhance safety, not 
function calling ability.

• There is a trade-off between utility 
and safety.
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Publications

• Wenbin Hu, Haoran Li, Huihao Jing, Qi Hu, Ziqian Zeng, Sirui Han, Heli Xu, Tianshu Chu, Peizhao 
Hu, Yangqiu Song: Context Reasoner: Incentivizing Reasoning Capability for Contextualized Privacy 
and Safety Compliance via Reinforcement Learning. Arxiv 2025 (Submitted to EMNLP 2025)

• Huihao Jing, Haoran Li, Wenbin Hu, Qi Hu, Heli Xu, Tianshu Chu, Peizhao Hu, Yangqiu Song: MCIP: 
Protecting MCP Safety via Model Contextual Integrity Protocol. Arxiv 2025 (Submitted to EMNLP 
2025)

• Haoran Li, Wenbin Hu, Huihao Jing, Yulin Chen, Qi Hu, Sirui Han, Tianshu Chu, Peizhao Hu, Yangqiu 
Song: PrivaCI-Bench: Evaluating Privacy with Contextual Integrity and Legal Compliance. ACL 2025 

• Haoran Li, Wei Fan, Yulin Chen, Cheng Jiayang, Tianshu Chu, Xuebing Zhou, Peizhao Hu, Yangqiu 
Song: Privacy Checklist: Privacy Violation Detection Grounding on Contextual Integrity Theory. 
NAACL 2025

• Wei Fan, Haoran Li, Zheye Deng, Weiqi Wang, Yangqiu Song: GoldCoin: Grounding Large Language 
Models in Privacy Laws via Contextual Integrity Theory. EMNLP 2024 (Outstanding Paper Award)
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Future Work

• Train better reasoning models
• Reasoning models with more fine-grained entity types
• Better leverage our KG constructed

• Role KG (R): 8,993 nodes and 91,876 edges

• Attribute KG (A): 7,875 nodes and 176,999 edges

• Design better MCIP interfaces 
• Cover A2A (Agent-to-Agent Protocol), ACP (Agent Communication Protocol), ANP (Agent Network 

Protocol)
• Taxonomy/knowledge base construction for MCIP
• Build our own MCIP server

• Go beyond the legal rules to be compliant with social norms
• Commonsense reasoning for common law
• Social behavior modeling
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Thank you for your attention! ☺
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