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Data protection regulatory policies, such as the European Union’s General Data Protection Regulation (GDPR),
force website operators to request users’ consent before collecting any personal information revealed through
their web browsing. Website operators, motivated by the potential value of the collected personal data, employ
various methods when designing consent notices (e.g., dark patterns) in order to convince users to allow the
collection of as much of their personal data as possible. In this paper, we design and conduct a user study
where 1100 MTurk workers interact with eight di!erent designs of cookie consent notices. We show that the
nudging designs used in the di!erent cookie consent notices have a large e!ect on the choices user make.
Our results show that color-based nudging bars can signi"cantly impact the participants’ decisions to change
the default cookie settings, despite using dark patterns. Also, in contrast to previous works, we report that
users who do not use ad-blocking software are less likely to modify default cookie settings. Our "ndings
demonstrate the importance of nudged interfaces and the e!ects orthogonal nudging techniques can have on
users’ choices.
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1 INTRODUCTION
The General Data Protection Regulation (GDPR)1, which is in force in Europe since May 2018,
requires website operators to have a legal basis for collecting and processing personal data. Websites
use cookies to track information that is related to users’ browsing activity. Example uses of the
collected data are user pro"ling and targeted advertising [17]. The GDPR forces website operators
to inform users, using cookie consent notices, about the data they collect during their browsing
1 https://data.europa.eu/eli/reg/2016/679/2016-05-04

Authors’ addresses: Carlos Bermejo Fernandez, Hong Kong University of Science and Technology, Hong Kong, SAR; Dimitris
Chatzopoulos, Hong Kong University of Science and Technology, Hong Kong, SAR; Dimitrios Papadopoulos, Hong Kong
University of Science and Technology, Hong Kong, SAR; Pan Hui, Hong Kong University of Science and Technology,,
University of Helsinki, Hong Kong, SAR, Finland.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for pro"t or commercial advantage and that copies bear this notice and
the full citation on the "rst page. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior speci"c permission and/or a fee. Request permissions from permissions@acm.org.

© 2021 Association for Computing Machinery.
2573-0142/2021/10-ART346 $15.00

https://doi.org/10.1145/3476087

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 346. Publication date: October 2021.

https://doi.org/10.1145/3476087
https://data.europa.eu/eli/reg/2016/679/2016-05-04
https://doi.org/10.1145/3476087


346:2 Carlos Bermejo, et al.

Term Description

Nudging
Soft-paternalism towards more privacy-aware settings in the users’ decision-
making process. Nudging techniques are tactics that designers may use to help
users in making more informed decisions

Dark
patterns

Practices such as interface design that in#uence individuals to make decisions in
favor of data collectors (e.g., accept the default cookie consent so websites can
collect more information about visitors)

Table 1. Description of our used terminology (following similar definitions from [1, 19]).

and give them the option to select the types of data they are willing to allow website operators to
collect. The GDPR a!ects any website that collects or processes personal data of EU citizens or
hosts the collection or processing in the European Union [18].
However, it is common practice for website operators to ensure consent using interface design

“tricks” like dark patterns that in#uence users towards accepting the default selection. Dark patterns
usually allow website operators to collect anything they have tools for [32, 36]. For example, one
such technique can omit the decline cookies button to in#uence acceptance consent. Likewise,
cookie consent notices seldom display the cookie settings on the "rst screen. At the same time,
some design approaches use a highlighted “Select all and con"rm/accept” button that steers users
towards allowing website operators to collect all possible information [29, 36, 46]. Machuletz et
al. [29] examine“How do users react to design features of multi-purpose consent dialogues on the
web in terms of actual behaviour and stated perceptions?” Their experimental results con"rm, in
alignment with previous work [36, 46], those design elements, such as the highlighted button to
select all cookie purposes, do a!ect users’ responses.

Another technique that website designers widely use in order to in#uence users’ decisions while
browsing is nudging [2, 11, 43]. For example, in a cookie consent display, the “accept-essential-only”
setting may be highlighted in color in order to nudge users towards a more privacy-aware choice.
The utilization of nudging techniques in cookie consent notices certi"es that users are not always
aware of the possible risks of their choices and that these decisions can be a!ected by nuances in
system design [2]. Regulations included in the GDPR can lead to scenarios where both dark patterns
and nudging techniques are implemented in the same cookie notice since the GDPR does not
limit website operators from designing their cookie notices in a way that in#uence users towards
accepting the default settings [19, 36, 40]. Even in websites that are built to ensure compliance with
GDPR, we can still "nd dark patterns that “bypass” the GDPR-by-design feature [40].

Although several studies, such as the ones from Utz et al. [46] and Nouwens et al. [36], examine
a design space where both dark patterns and nudging techniques are used, these studies do not
address popular real-world use cases such as the case with hidden cookie settings menu (e.g., under
a button). As a result, the authors of these works do not analyze how dark patterns might a!ect the
users’ responses in the scenarios where users require additional e!ort to modify the default cookie
settings. We further elaborate on the di!erence between this work and prior works in the area in
the Related work and Discussion sections.
In this paper, we present the "ndings of a user study we conducted with 1,100 participants in

Amazon MTurk2 and eight di!erent design combinations of cookie consent notices: four di!erent
nudging mechanisms (no nudging, bar, settings, bar and settings) combined with two dark pattern
mechanisms (highlighted/non-highlighted accept-cookies button). Our study aims to "nd an answer

2 www.mturk.com
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to the following question: “how do users react to nudged cookie consents?” We initially examine the
e!ects of nudging in the cookie consent notices on participants’ responses. After that, we analyze
features such as browser, screen size, and operating system that may impact participants’ responses.
In this paper, we use the term nudging to refer to subtle changes in the cookie consent design that
guide users towards privacy-aware decisions [43]. Dark patterns, on the contrary, in#uence users
to give away more information to data collectors (opt-out default settings in the cookie consent).
See Table 1 for more detailed de"nitions of how we use these terms in this paper. As several works
show [29, 46], despite current regulations to protect the privacy of individuals, data collectors are
always one step ahead in making users share personal information (e.g., via dark patterns). The
"ndings of this work highlight the potential of nudging for helping users make more informed
decisions [11] about their privacy and the possibility that the proposed nudges can counterbalance
current dark pattern techniques (e.g., highlighting the “accept” button). Our results show that dark
patterns, when coexisting with nudging, do not signi"cantly in#uence users to accept the default
cookie settings.

We propose two nudging techniques motivated by previous works [16, 29]. The !rst technique
displays the number of selectable cookies at once together with the cookie notice [29]. Motivated
by a popular "nding in the "eld of psychology, i.e., that a large number of options can have adverse
e!ects on the users’ decision-making process [14], we only show the four most common cookie
types. The second technique builds on top of previous works [16, 52], where a color-based bar
(e.g., green to red) visualizes the number of enabled cookies. Additionally, we evaluate the users’
responses when these two nudging techniques are displayed with a common dark pattern technique:
highlighting the accept button with green color. The second proposed nudging bar has stronger
e!ects on participants’ behaviour even when comparing it with the displays of selectable cookies
evaluated in previous works [29, 36] and despite the longer time required to open the second
display to customize the default cookie settings. Our results di!er from "ndings in the work of
Utz et al. [46], showing that users who do not use ad-blockers have a signi"cantly lower tendency
(less than 2%) to change the default cookie settings.

2 RELATEDWORK
Before providing further details regarding the conducted user study, we discuss state-of-the-art
procedures for presenting cookie consent notices, dark pattern design, and nudging techniques.

2.1 Cookie consent notices

Following the GDPR requirements, cookie consent notices require explicit, informed, and with-
drawable consent by users.3 The most common approach for requesting users’ consent during web
browsing is via checkboxes on web cookies [46]. Some cookie consent notices display a noti"cation
using a banner saying that the website uses cookies without additional functionalities [46]. Other
notices display some functionality in the form of submit buttons, opt-in choices for each cookie
purpose, submit/reject, or a combination of them [46]. However, current practices of cookie consents
have been shown to be sub-optimal as they block the users’ primary purpose, which is accessing
the website [36, 40]. Furthermore, many cookie consent forms show long privacy policies [21], or
use interface tricks to in#uence users into accepting the default cookie settings [12, 29, 36, 46].
Moreover, the opt-out settings of privacy policies in many websites are di$cult to "nd or mis-
leading [20]. These issues tend to habitually make users choose the “accept all” option in cookie
dialogues [10]. As a result, cookie consent notices function more as informative noti"cations than
actual mechanisms for users to control the information they are willing to share. Finally, Nouwens et

3 https://gdpr.eu/cookies
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al. [36] have proposed the idea of embedding cookie consent notices in browsers so that users do
not have to reply in every notice.

2.2 Dark pa!erns

One of the most popular “tricks” used in the design of cookie consent windows in order to in#uence
users towards accepting the default cookie selection is the use of so-called dark patterns [19]. These
interface design tricks are usually not bene"cial to individuals as the main goal is to deceive people
even when consent is required. These practices have been openly reported by consumers,4 and
analyzed by researchers [29, 32, 36, 46]. Nouwens et al. [36], show that the lack of an opt-out button
increases consent by 22%. Machuletz et al. [29] evaluate the e!ectiveness of dark patterns with a
highlighted button “accept/submit all”, where the results show that this increases users’ consent in
comparison with the default non-highlighted button. Utz et al. [46] show that the position of the
cookie notice does not have an impact on users’ interaction with the cookie. Moreover, the authors
evaluate the use of binary choices (accept-reject), where users are more willing to accept the default
cookie selection even when both buttons have the same design. The authors in [32] propose an
automatic technique to study dark patterns in websites. The results from the automatic tool show
that despite the current GDPR, websites still use dark patterns to trick users into accepting the
preselected cookies to collect more information about them. Tools such as the one proposed by the
authors of [32] can help regulators evaluate and score websites according to the interfaces used,
improving users’ privacy and the user experience with less deceiving interface designs.

2.3 Nudging

Nudging is any aspect of a choice architecture that alters the behaviour of the individuals towards
more bene"cial decisions for individuals [11, 43]. Nudging has been shown to be signi"cant for
improving users’ privacy when used in the design of interfaces for smartphones [4, 6], and cookie
consent notices [29, 36, 46]. Following the design space for nudging techniques proposed in [11],
the authors of [29, 36] propose the visualization of opt-out cookie purposes in the consent notices.
Similarly, in [36] the authors show that the display of the opt-out button (e.g., reject all) decreases
users’ consent by 8-20%. Machuletz et al. [29] further study the e!ects of the number of opt-outs
displayed in the cookie consent notice. Their results show that the visualization of opt-out choices
decreases users’ consent but requires more e!ort than notices with a single purpose (only accept
or submit all) button [42]. In binary interfaces (i.e., accept/reject buttons), the users are usually
willing to accept the cookies even if the interface lacks a dark pattern technique. These results show
the importance of nudging in assisting users in making fully informed decisions when interacting
with cookie consent notices. Furthermore, the majority of the current cookie consent notices
require excessive e!ort by users to search for alternatives to the default accept all cookies [33]. It is
worth noting that the current landscape of cookie consent notices o!ers an excellent showcase for
studying nudging techniques.

This work di!ers from the previous ones in evaluating other nudging techniques and their e!ect
on users’ decisions. We consider scenarios where website operators use both nudging techniques
and dark patterns. We propose the display of: (i) opt-out choices in the cookie consent notices
(visible and hidden under a button), and (ii) a nudging bar that shows the currently enabled cookies
using a color-based tra$c light-like schema. Color-based nudging has been proved to improve
both the strength of passwords [16] and users’ privacy in smartphones [13] signi"cantly. Moreover,
tra$c light color-based nudging can reduce the privacy risks in search engines as shown in [52].

4 https://darkpatterns.org
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(a) Default. (b) Nudging se!ings. (c) Nudging bar. (d) Nudging se!ings + bar.

Fig. 1. Cookie consent notices. Figure 1a shows the default notice a participant sees when she starts the
survey. Figure 1b shows the first nudging case where the participant does not need to press the “customize”
bu!on in order to see the four types of cookie se!ings. Figure 1c shows the second nudging case where
the participant sees a bar the color of which motivates her to change the cookie consent (see Section 3.1).
Figure 1d shows a combination of Figures 1b and 1c.

3 USER STUDY
The goal of this study is to explore and describe the e!ects of nudging, position, and dark patterns
in users’ answers to cookie consent notices. We de"ne nudging in this work as soft-paternalism
towards more privacy-preserving settings in the users’ decision-making process, following a similar
proposition from Acquisti [1]. Motivated by previous works [29, 36, 46], we focus on further
analyzing: (i) the e!ects of nudging in users’ cookie consent responses, and (ii) how dark patterns
a!ect the e!ectiveness of the proposed nudged cookie notices. We conduct one counterbalanced
experiment, where we evaluate four di!erent cookie consent interfaces, as depicted in Figure 1,
that can have one of two possible dark patterns (either Figure 1a or Figure 2), and can be placed
in "ve di!erent positions (see Figure 3). The displayed cookie consent can be ignored (i.e., by
not answering) by the participants during the survey, e.g., if the cookie consent is located in
the right-bottom corner and does not occlude the survey. We conduct a [1x4x2x5] design that is
counterbalanced between-subjects. The independent variables are the cookie notice type (default;
nudging settings; nudging bar; nudging settings + nudging bar), dark pattern (accept default, accept
green), and cookie notice position (top-left; top-right; bottom-left; bottom-right; center). The primary
dependent variable was the cookie response (submit default, submit personalized, ignore).

3.1 Independent variables

When designing the survey, we make implementation decisions that aim to isolate the impact of
our independent variables and the factors under study and examine possible interaction e!ects. In
more detail, the cookie consent notice consists of a banner on the screen that displays information
about the cookies and has two buttons: accept and customize cookies, as presented in Figure 1a.
By pressing customize, the banner is extended and lists the following four cookies: essential, site
preferences, analytics, and marketing, that are presented in Figure 1b. Essential cookies are always
enabled and are not customizable. In general, we covered all possible combinations of the following
independent variables uniformly by using a counterbalanced mechanism.

1) Cookie position. Considering that the position of the notice on the screen may a!ect partici-
pants’ responses, we replicate the cookie banner positions proposed by the authors of [46]
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Accept cookies & privacy policy?
We use cookies and other tracking 
technologies to improve your 
browsing experience on our 
website, to show you personalized 
content and targeted ads, to 
analyze our website traffic, and to 
understand where our visitors are 
coming from. By browsing our 
website, you consent to our use of 
cookies and other tracking 
Cookies policies

Accept cookies Customise cookies

Accept cookies & privacy policy?
We use cookies and other tracking 
technologies to improve your 
browsing experience on our 
website, to show you personalized 
content and targeted ads, to 
analyze our website traffic, and to 
understand where our visitors are 
coming from. By browsing our 
website, you consent to our use of 
cookies and other tracking 
Cookies policies

Accept cookies Customise cookies

Essential
Analytics

Site preferences
Marketing

Fig. 2. Cookie notice example with dark pa!ern where the accept
bu!on is in green and the nudging se!ings visible to the user.

Top-left Top-right

Bottom-left Bottom-right

Center

Fig. 3. Positions of the cookie consent
notice evaluated.

and examined "ve di!erent positions: top-left, top-right, center, bottom-left, and bottom-right
(see Figure 3). Since the center cookie notice blocks access to the website’s information, users
have to answer the cookie consent to continue.

2) Dark patterns. We use the commonly-used dark patterns suggested by Utz et al. [46] in cookie
consent notices by highlighting in green the color of the “Accept cookies” button. Figure 2
depicts an example.

3) Nudging techniques. We use three nudging techniques to in#uence the users’ decision on
cookie consent notices:

(1) We present the default settings in the cookie consent, as shown in Figure 1b, instead of
hiding them under a menu as visualised in Figure 1a.

(2) We display a simple color-based (red, orange, and green) progress bar, inspired by the
tra$c-light color scheme used for password creation in the work of Egelman et al. [16] and
search engine results [52]. The progress bar displays the current privacy threats according
to the enabled cookie settings. An example of this technique is presented in Figure 1c.

(3) We employ a combination of the two aforementioned nudging approaches, as visualized in
Figure 1d.

Cookie consent design space. There are numerous ways in which interface design choices can
be leveraged for nudging or countering dark patterns; we focus our study on two particular design
choices. In this paper, we evaluate the participants’ responses under the e!ects of hiding the
con"guration of cookie settings under the customize button. The "rst one is to opt-out from the
default choices, and it has been studied in previous works [29, 46]. It gives us an anchor point to
compare the e!ects of other nudging techniques and dark patterns when combined. The second
one is a progress bar which we chose due to its common use in websites in order to strengthen
password creation and similar input interfaces. While there have been studies regarding the use of
progress bars [16, 52], to the best of our knowledge, this is the "rst paper to propose it as a nudging
tool to in#uence individuals during cookie consent responses.

We chose our design conditions in order to isolate, as much as possible, the factors under study
and examine interaction e!ects. However, we acknowledge that the current design space can be a
limited representation of the design possibilities for cookie consent notices. For example, regarding
the color of the cookie consent notice, we chose a dark background color to stand out over the
typical white background of most websites. This may have a positive e!ect on the MTurk workers’
interaction with the form, following previous works [46] that use similar colors to stimulate users’
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interaction. Other alternatives, such as using a transparent background, may be considered in
future work. Likewise, we chose the size of the cookie consent notice so that it does not cover
the whole page (e.g., in mobile websites), as this may “force” individuals to respond to the cookie
consent with the default values (e.g., “accept”) so that they can view the content of the website [46].

Preliminary study for nudging bar.We used the techniques proposed by Ur et al. [45] to design
our nudging bars. We note that the lack of text in the nudging bar in our survey allows us to display
a more compact and straightforward cookie consent notice without limiting the understanding of
its functionality. That said, motivated by concerns regarding the participants’ level understanding
of the nudging bar’s functionality, in a preliminary study with 35 MTurk workers (18 male, 17
female, age ranging from 22 to 44), we added these questions at the end of the survey:

• Did you "nd it easier to understand the number of enabled cookies and privacy risks while
using the nudging bar? (Answer: 1-5 Likert scale, 5-Very easy, 1-Very di$cult)

• Why was it easy/di$cult to understand the number of enabled cookies and privacy risks
while using the nudging bar? (Answer: open-ended)

The results indicate that participants (!2 (4) = 5.03, " = 0.0011) did not have a problem under-
standing how nudging bars work. Participants were able to understand the meaning of the color
(green, yellow, orange, red) and the size of the "lled bar according to the number of enabled cookie
types. Only three participants did not indicate a complete understanding of the purpose of the
"lled bar and preferred the nudging settings’ technique to signal the enabled privacy cookies.

3.2 Evaluation metrics

We evaluate the participants’ responses by counting the number of enabled cookie types in the
submitted cookie consent notice. According to the authors of [25, 46], users have a very low
probability of changing the default cookie settings. Hence a change in the default settings can be
interpreted, via inference, as a signal of a conscious choice. Similar to approaches that quantitatively
analyze users’ behaviour against nudging by using their responses in online social networks [31, 47],
we capture participants’ cookie notice responses. Hence we can analyze users’ behaviour implicitly
by considering whether they change the default preferences.

3.3 Participants and Apparatus

Recruitment. We use the Amazon Mechanical Turk (MTurk) crowdsourcing platform to manage
our survey using Human Intelligent Tasks (HITs). We recruit 1,100 participants using MTurk. The
survey is limited to workers with a 90-100% HIT approval rating, and the number of previous
HITs approved greater than 50. We analyze and proofread the answers of the participants before
rewarding them. Before posting the survey on MTurk, we ran a pilot study with 50 participants
recruited at our university to test and improve our survey features, such as questions and answer
options. Each participant received a remuneration of 0.32 USD for completing the survey. Survey
participation time ranged between 1.7 to 7 minutes (median: 3.3).
The distribution of gender, age, and education are uniformly spread. Out of 1100 participants,

568 are female, 511 are male, and the remaining are transgender, gender-variant, or preferred not
to answer the question. The majority of the participants are below 35 years old (53%), while only
7.6% of them are 55 or above. 40% of participants have a bachelor’s degree. 60% of the participants
are from North America. 87% of them use ad-blockers, 67% participated using MS Windows, and
75% Google Chrome. Participants show high levels of privacy concerns regarding collection (66%
are concerned or very concerned), awareness (67% are concerned or very concerned), and control
(75% are concerned or very concerned). It is worth noting that these "ndings align with the
study of Kang et al. [23], where authors mention that MTurk workers are more privacy-aware

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 346. Publication date: October 2021.



346:8 Carlos Bermejo, et al.

Secondary survey
website

Introduction
to the survey

in MTurk

Cookie notice
response

Counterbalanced
cookie notice type

Demographic
questions

IUIPC
questions

Technical
skills

questions

Questionnaire

MTurk
reward

Demographics, privacy perceptions, technical
skills

Fig. 4. Study procedure with the generated cookie notices and the responses in dashed boxes.

than the general population. Appendix A describes, in detail, the participants according to their
demographics, technical skills, and privacy concern level.

Filtering. Before processing the responses, we "lter the ones with the same ‘userID’ (which is a
uniquely generated identi"cation code for each participant after they enter the homepage of the
survey) or inappropriately complete surveys (e.g., duration was prohibitively short). After "ltering,
the remaining participants are 1,100 and we assigned them IDs in the form of #! with 1 ≤ $ ≤ 1100.

Apparatus. We deploy our survey in the heroku platform.5 We design and create our survey using
SurveyJS.6 All the collected data is stored in an encrypted MongoDB database in our university.

3.4 Ethics

We informed participants that data would be de-identi"ed, and all recorded data will be password-
protected and deleted by the end of the study. Participants provided informed consent to participate
in this study. Participants were asked for consent, and it was carried out following the General
Data Protection Regulation (GDPR), reviewed, and approved by university IRB regulations.

3.5 Ecological validity

We expose participants to secondary survey-related questions that are unrelated to the cookie
consent notices. In this secondary survey, we analyze participants’ comfort levels in di!erent smart
home scenarios. We choose this type of survey as we believe it is an exciting and timely topic that
can engage participants [26, 50]. The cookie consent notice is displayed at the beginning of the
survey. Questions regarding participants’ demographics and privacy concerns are asked at the end.
We note that the survey questions presented to the users are not directly related to privacy but
their user experience with smart homes. Despite the possible priming e!ects of the aforementioned
smart home questions, our "ndings regarding the participants’ privacy concerns show similar
characteristics as previous works [8, 38]. We discuss this in more detail in Section 3.7. Finally,
participants are not debriefed regarding our analysis of their cookie-consent responses in order
to reduce any possible e!ect on other subsequent participants’ responses [15]. In that sense, we
follow the approach of [46], also considering that all the collected data is anonymized [3].

3.6 Procedure

After accepting the MTurk task, each worker is redirected to the survey web page that is speci"cally
designed and developed in order to allow us to collect additional information. The duration of the
survey study is approximately 4 minutes. Below we present in detail each step of the designed
survey, as shown in Figure 4.

5 www.heroku.com 6 https://surveyjs.io
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(a) Nudging se!ings. (b) Dark pa!ern.

(c) Nudging bar. (d) Dark pa!ern.

Fig. 5. Screenshots of di"erent cookie consent notices.

Initial page. Participants are redirected from the MTurk HIT to the homepage of our survey. This
page shows a brief description of the goals of the survey study and the people involved. There is
also a button that participants should press to start the survey.

Consent and overview page. The second page of the survey contains a consent form that MTurk
workers are required to agree with in order to participate in the survey.

Cookie consent notice. After giving consent to participate in the survey, we show workers a
cookie consent notice on the "rst page of the survey, see Figure 5 for a set of examples, similar
to Cookiebot.7 The cookie consent notice follows the general data protection regulation (GDPR;
Regulation (EU) 2016/679), where individuals should make informed decisions to give consent to
the collection and processing of their data. We collect all cookie consent responses of participants
anonymously to provide better insights into the participants’ behaviour with the displayed notice.

Secondary survey. On this page, we ask participants to respond to several questions regarding
the experience with smart home devices. We design the smart home survey following previous
works [5, 28, 34] that use so-called vignettes to ask participants about their comfort levels when
describing a particular scenario. The vignettes consist of several di!erent scenarios pertaining
to the current con"guration of a smart device (ON/OFF) in a particular location of a house. The
collected data from this part of the survey have not been used in the analysis of this paper, as we
solely focus on participants’ behaviour when interacting with the cookie consent notices. The
analysis of the data collected by the smart home survey will be reported in separate future work
that will only focus on that part.

7 www.cookiebot.com
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Dark pattern Nudging settings Nudging bar MTurk Pilot study

! - - 4.19% 3.12%
! ! - 6.14% 5.13%
! - ! 14.5% 15.67%
! ! ! 16.7% 18.22%
- - - 3.02% 4.13%
- ! - 4.84% 5.12%
- - ! 14.5% 13.11%
- ! ! 9.92% 10.04%

Table 2. Participants that changed the default cookie se!ings, where (!) illustrates that the nudging/dark
pa!ern technique is active, and (-) that is not displayed.

Demographics and technical skills page. At this stage of the survey, we ask a series of demo-
graphic questions such as age, gender, country of residence, followed by multiple-choice answers,
and an open-ended option. Participants are asked about their self-reported technical skills levels (1:
very weak, 5: very strong) with technology, computer security, and smart home scenarios [51]. A
complete list of the survey questions is provided in Appendix A.

Privacy concerns page. The "nal stage of the survey includes the Internet users’ information
privacy concerns (IUIPC) survey [30] to understand participants’ level of privacy concerns (1: very
unconcerned, 5: very concerned). The IUIPC focuses on concerns regarding collection, awareness,
and control of personal information. We use the questions in Naeini et al. [34] as a reference, which
are also provided in Appendix A. Finally, we ask participants if they have seen a cookie consent
notice while browsing other websites and are familiar with its function.

3.7 Limitations

Considering the setup of our study, we identify the three following limitations:

1) Crowdsourcing. As highlighted by Kang et al. [23], MTurk workers are usually more privacy-
aware than the general population [23, 49], while the diversity of their population is more limited [9].
However, according to Redmiles et al. [39], MTurk workers provide a more general population
sample than other telephone or mailbox methods to survey individuals. The use of crowdsourcing
platforms can also raise privacy-related concerns related to the collection and processing of workers’
information that can modify the behaviour of MTurk workers [49]. In order to examine how
di!erently traditional participants respond in comparison to MTurk workers, we conducted an
initial pilot study with 50 participants at our university (without using MTurk) who showed similar
behaviour in their cookie notice responses.

Table 2 depicts the percentage of participants that changed the default cookie settings according to
the dependent variables (nudging, dark patterns) used in the cookie consent notice. We can observe
that the participants from the MTurk survey and the aforementioned pilot study (non-MTurk
workers) have similar behaviour for each cookie consent notice.

2) IUIPC. We acknowledge that placing the IUIPC at the end of the survey can have a priming
e!ect on the related responses [41], given the users’ prior interaction with the survey such as
demographics and smart home survey. We note that we follow standard practices from previous
works about the positioning of IUIPC questions, and our results show similar "ndings [5, 7, 8, 34, 38],
regarding our participants’ responses. We also stress that our main study’s results regarding cookie
consent responses are generally not primed in that sense, as cookie notices are displayed at the
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beginning of the survey. More than 99.4% of the participants respond to the cookie consent notice
within 34 seconds from the beginning of the survey.

3) Ad-blockers. It is worth noting that 87% of the participants in our study had enabled an ad-
blocker that was detected by a script we embedded in the website hosting the survey. Although
MTurk workers are considered more privacy-aware in comparison with the general population
(47% of users globally8), the use of ad-blockers may be related to the intrusive behaviour of online
ads [37, 44].

4) GDPR. The exposed population in this study has a di!erent understanding of data protection
regulations since not all participants live under the GDPR policy. Di!erences in privacy regulations
can a!ect the mental models and how participants react to cookie consent notices. We provide an
analysis where we compare the participants’ behaviour between workers with prior experience
with the GDPR cookie consent and those who have not.

4 ANALYSIS OF USER RESPONSES

We analyze the e!ects of di!erent interface designs (e.g., position, nudging, and dark pattern)
on consent responses using the non-parametric Kruskal-Wallis statistical test [27]. To evaluate
the importance of the di!erent cookie notice interface designs, we construct a generalized linear
mixed model (GLMM) regression with "xed e!ects, similar to the work of Nouwens et al. [36]). We
include the position, enabled cookies by default, nudging con"guration, and dark patterns (e.g., 0
or 1) as independent variables. The modi"cation of any of the enabled-by-default settings before
accepting the cookie (i.e., cookieChanged: 0 or 1) is our dependent model variable. We performed
model selection to "nd the best factors using a backward elimination approach. At each step of
the model selection, we eliminate the factors with the largest "-value until we reach the global
minimum Bayesian information criterion (BIC) [22]. The model with the lowest BIC best explains
the dependent variable. We use a threshold of 0.05 to determine if a factor is signi"cant. These
factors help us understand the importance of nudging and dark patterns in users’ responses.

4.1 Descriptive analysis

Table 3 shows cookie-related demographics. Most of the participants (86%, n=946) complete the
survey and reply to the cookie consent using their desktop/laptop device. One interesting aspect is
the widespread use of ad-blockers. As we described in the limitation sections, MTurk workers are
characterized as being more privacy concerned than average users, which can explain the high
number of participants with ad-blocker enabled. The majority of the participants (86%, n=946) have
previous knowledge of cookie consents (we ask participants to provide an explanation about cookies,
following [29]). Most participants use Chrome (75%, n=749) to open the survey website, followed
by Firefox users (10%, n=99) and Safari users (6%, n=75). As we can observe, most participants
(90%, n=990) did not change the default cookie settings despite the nudging techniques. However,
our sample of MTurk workers challenges more the modi"cation of default cookies since MTurk
workers are "nancially incentivized to complete the task as soon as possible [24]. Only 28 of the
MTurk workers did not interact with the cookie consent notice during the study.

Main factors of cookie interactions. Table 4 depicts the regression model that examines the
e!ect of di!erent predictors for the cookie consent model. The model with nudging, dark patterns,
and without interaction has the lowest BIC score. Following similar results than Utz et al. [46], the
cookie notice position does not have any signi"cant e!ect on users’ cookie consent responses.

8 www.globalwebindex.com/reports/global-ad-blocking-behaviour
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Feature Category % Feature Category %

Ad-blocker enabled 87% Device desktop 86%
disabled 13% smartphone 12%

Cookie default 90% tablet 2%
settings changed by user 10% OS Android 12%
Cookie bottom right 19% macOS 14%
position bottom left 21% iOS 4%

center 20% Windows 67%
top right 20% Others 3%
top left 20% Browser Google Chrome 75%

Nudging Progress bar 23% Firefox 10%
Show default cookies 25% Safari 6%
Both nudges 23% Microsoft Edge 5%

Dark pattern Accept button highlighted 49% Others 4%

Cookie Yes 86.2 Display <500px 13.2
knowledge No 13.8 width 500px - 1000px 2.45

>1000px 84.3
Table 3. Cookie demographics for 1100 participants.

Factor Estimate Std. Error Z-value p-value BIC

darkPattern 0.38 0.2 1.3 0.018 649
nudgingType 0.288 0.09 3.083 0.002 650

Table 4. GLMM regression output for the two-classes model. We order the factors by their BIC contribution.
The factor with the lowest BIC contributes the most to explaining the e"ects on the use of keywords for the
cookie consent.

4.2 Main Findings

Nudging type and cookie interaction. Figure 6 shows the percentage of users that interacted
with the cookie consent notice and changed the default settings for di!erent con"gurations of dark
patterns and nudging techniques. One observation is that the nudging bar is the most e!ective
mechanism in in#uencing the participants to change the default settings, even when used together
with dark patterns in the cookie consent notice. For example, when participants are shown a notice
with the nudging bar and dark pattern, 14.5% (%& [8.0, 21.0]) of them deviate from the default
settings, whereas the corresponding percentage when shown a notice only the dark pattern is
4.19% (%& [1.0, 9.0]). In general, nudging techniques appear to increase the percentage of users
that deviate from the default settings. On the contrary, dark patterns do not seem to signi"cantly
a!ect steering users towards accepting the default cookie settings. When using dark patterns
and nudging mechanisms, a higher percentage of users (16.7%) opt to change the default settings.
That said, similar to previous works [29, 46], the overall level of user engagement with cookie
consent notices, beyond accepting the default con"guration, is low, which makes it hard to draw
de"nitive conclusions. A pairwise Kruskal-Wallis analysis shows that there is a signi"cant e!ect
(!2 (2) = 6.68, " < 0.05) of nudging with the cookie consent. The nudging bar approach shows
better results in the user interaction with the cookie consent. In the cookie notices where the

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 346. Publication date: October 2021.



This Website Uses Nudging: MTurk Workers’ Behaviour on Cookie Consent Notices 346:13

Default
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Nudging bar

Dark pattern &
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Nudging settings

Dark pattern &
 nudging settings

Nuging bar &
 nudging settings

Dark pattern &
 nudging bar &

 nudging settings

0% 25% 50% 75% 100%
Percentage (%)

changed settings default settings

Fig. 6. Interaction rates with the cookie consent, where changed se!ings means that the participants changed
the default displayed cookie se!ings and default se!ings that they did not change them.

nudging bar is displayed (either alone or in combination with the nudging choices), participants
modify the default values of the enabled cookies with higher probability (71%, n=77).

Ad-blocker and cookie interaction. Our results show a signi"cant impact of ad-blocker usage
on users’ behaviour. A pairwise Kruskal-Wallis analysis shows that there is a signi"cant e!ect
(!2 (1) = 7.86, " < .001) of the ad-blocker usage on the cookie consent responses. Participants that
do not use an ad-blocker are very likely (2%, n=19) to accept the default cookie settings.

Privacy attitudes and cookie interaction.We found that nudging only works on participants
that tend to assume amore active role in controlling their privacy. A pairwise Kruskal-Wallis analysis
shows the signi"cant e!ect (!2 (2) = 3.86, " < .05) of privacy concerns on consent responses. Our
results, contrary to previous show that users with more severe privacy concerns are more willing
(10.5%, n=217) to change the default displayed cookies.

4.3 Time and cookie interactions

As shown in Figure 7, on average participants take 12.18 seconds (median: 7 seconds) to respond
to the cookie consent notice. When the nudging settings mechanism is displayed (dashed blue
line), most participants (99.6%) out of those that do not modify the current default settings respond
to the cookie consent notice within 21 seconds, whereas most participants (99.3%) out of those
that do modify the current default settings respond within 31 seconds. Focusing on the cases
where participants modify the default cookie settings ("gure on the right side), we observe that
more than 99.8% modify the cookie consent with the progress bar nudging within 25 seconds,
while 99.3% respond within 31 seconds when the nudging settings is used. On many occasions,
the location of the cookie consent does not block the information (e.g., top-right, bottom-right),
primarily when participants use wide screens. As a result, some participants did not reply to cookie
consent (4%, n=44). A pairwise Kruskal-Wallis analysis shows that there is a signi"cant e!ect

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 346. Publication date: October 2021.



346:14 Carlos Bermejo, et al.
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Fig. 7. Cumulative distribution function (CDF) of time to respond to the cookie notice according to di"erent
nudging configurations. Default se!ings (le#) means that participants did not alter the default displayed
cookie se!ings, whereas changed se!ings (right) means that participants altered the default se!ings.

(!2 (4) = 8.32, " = 0.0039) of the nudging condition used in the time the participants spend to
respond to the cookie consent. When the cookie consent contains nudging settings (opt-out visible),
the participants (43%, n= 66) take an average of 19 seconds to change the default cookie settings
and accept the cookie consent. On the contrary, in the cookie consent notices nudged only by the
bar (no opt-out visible), the participants (60%, n=45) take an average of 16.5 seconds. In the latter,
nudging participants still have to click the button “customize cookies” to display and be able to
modify them.

4.4 Device type and cookie interactions

When the cookie consent notices pop up on their smartphone displays, the behaviour of participants
is signi"cantly di!erent from when they interact with desktop/laptop versions. The cookie consent
notice interrupts participants’ interactions with the website due to the reduced size of smartphone
displays. Our results show that participants using a smartphone have shorter reactions with
the cookie consent notice (12 sec.) than participants of desktop/laptop (13.2 sec.) and that these
interactions are mainly to accept the default cookies.

4.5 OS, browser and cookie interactions

A pairwise Kruskal-Wallis analysis shows that there is no signi"cant e!ect of the OS used on the
interaction behaviour with the cookie consent notice (!2 (4) = 19.45, " = 0.59). Similarly, the
browser used to complete the survey has a small impact on whether someone interacted with
the cookie consent notice. A pairwise Kruskal-Wallis analysis shows that there is no signi"cant
e!ect (!2 (4) = 4.88, " = 0.99) of the browser used to complete the survey on the cookie consent
responses. Firefox users (10%, n=99) and Opera users (9%, n=99) seem more active to change the
default settings in comparison to users of other browsers (e.g., only 7% (n=53) of the Chrome users
change the default behaviour of the cookie notice). Following the news about the privacy issues in
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Google Chrome9 it is interesting to highlight that users that use Chrome have smaller probability
(7%, %& [2.0, 11.0]) to change the default privacy settings than Firefox users (11%, %& [6.0, 18.0]).

4.6 Cookie notice position and interactions

The cookie position does not have a signi"cant e!ect on participants’ interaction with the notice.
Although there are di!erences in the change of the displayed defaults of participants when the
cookie notices are in the bottom left or right of the screen, a pairwise Kruskal-Wallis analysis show
that the e!ect is not signi"cant (!2 (4) = 1.63, " = 0.8). This result follows similar "ndings to Utz et
al. [46], where authors study the e!ects of cookie position and "nd no signi"cant e!ect of position
in users’ responses.

4.7 Cookie consent se!ings and interaction

The cookie consent settings (i.e., enabled cookies by default) do not signi"cantly a!ect partic-
ipants’ interactions with the notice. A pairwise Kruskal-Wallis analysis shows that there is no
signi"cant e!ect (!2 (4) = 3.79, " = 0.8754) of the enabled cookie types in the participants’ cookie
responses. This shows that, independently of the enabled cookies con"guration, the evaluated
nudging techniques work and in#uence participants to change the default behaviour of the cookie
consent.

4.8 Dark pa!ern and cookie interaction

The addition of the dark pattern in the cookie notice (i.e., green highlight accept button) in#uences
users’ interactionwith the notice. A pairwise Kruskal-Wallis analysis shows that there is a signi"cant
e!ect (!2 (1) = 0.33573, " = 0.0056) of the dark pattern on users’ interactions.

4.9 Technical skills and cookie interaction

The self-reported familiarity of computer security (!2 (3) = 1.47, " < .001) shows signi"cant e!ect
on cookie consent responses. Participants with higher self-reported familiarity of computer security
have a higher probability (12%) to change the default cookie settings than participants with lower
self-reported familiarity.

4.10 GDPR

Even if users are not EU citizens, the regulations of GDPR can request websites to provide cookie
consent notices to individuals outside the EU whenever the website they access is hosted inside the
EU [18]. Our survey gauges individuals’ familiarity with GDPR cookie consent notices by asking
participants the question: “Have you ever interacted with cookie consent notices (e.g., the pop-up menu
at the beginning) before this survey?” 86.3% (n=946) of the participants responded positively to the
question. However, it is worth noting that, according to the collected responses, the probability of
a participant changing the default settings in a cookie consent is 10% (n=110), and it is independent
of whether the participant is familiar with GDPR or not.

5 DISCUSSION

Summary of!ndings.Ourwork shows the e!ects of using nudging in scenarios where “deceiving”
interface designs, such as dark patterns, are deployed. We observed that the participants are more
likely to modify the default cookie settings when cookie consent notices include the nudging bar.
This highlights the potential of nudging for helping users make more informed decisions about their

9 www.washingtonpost.com/technology/2019/06/21/google-chrome-has-become-surveillance-software-its-time-switch
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privacy and the possibility that nudging may help counterbalance current dark pattern techniques,
such as highlighting the “accept” button. In scenarios where only our proposed nudging techniques
are shown to participants (nudging settings, progress bar), there is an increment of 14% in the
probability of modifying the current default behaviour of cookie consent notices. However, we
note that the limited number of participants who do change the cookie consent’s default behaviour
echoes the di$culties discussed in previous works regarding the engagement of users with cookie
consent [29, 46]. Below we attempt to interpret our main "ndings.

• Nudging type and cookie interaction. The use of nudging in the notices, despite the
existence of dark patterns, shows an increment in the probability that participants alter the
default cookies. The willingness of participants to modify the default cookies increases when
the nudging displayed includes one of the interface variants with the nudging bar.

• Ad-blocker and cookie interaction. Motivated by the analysis in Utz et al. [46] about
ad-blockers and users’ interactions with the cookie notice, we evaluate the behaviour of
participants according to whether they use an ad-blocker or not. Interestingly enough, and in
contrast with the "ndings of Utz et al. [46], our results show a signi"cant impact of ad-blocker
usage on users’ behaviour. Participants that do not use ad-blocker have very low probability
of materially interacting with the cookie consent (i.e., modifying the current default cookies).

• Privacy attitudes and cookie interaction. We found that nudging is more e!ective on
participants with stronger privacy concerns since we observed a higher probability of them
modifying the default cookie settings. Our results, build on top of the "ndings of previous
work [29] where the participants with stronger privacy concerns consent to fewer enabled
cookie settings. This result seems to challenge the privacy-paradox [35]. Although, we should
interpret these results with caution due to the speci"c domain nature of our study (i.e., cookie
consent notices) and the relationship between privacy attitude and cookie consent responses
in nudged environments.

Comparison with prior work. Prior works such as Utz et al. [46] and Machuletz et al. [29]
analyze users’ interactions with cookie consent notices according to dark patterns (highlighting the
accept button) and nudging techniques (visualization of cookie settings). In this work, we consider
a di!erent design space for both nudging techniques and dark patterns. We study a combination of
interfaces analyzed in prior works [29, 46] with the addition of hiding the cookie settings under a
button (customize cookies). In contrast with previous work, our interface design hides the cookie
settings, thus increasing the participants’ e!ort when modifying the default cookie settings. This is
likely to reduce the e!ects of nudging techniques as it requires the participants to engage more
in the modi"cation of the default cookie settings [29]. Moreover, we also propose the display of
a nudging bar that shows currently enabled cookies using a color-based tra$c light-like schema.
Our work shows positive results for nudging in the presence of dark patterns and how users can
bene"t from nudged designs to provide more informed cookie consents.

Future directions. Our study leaves many interesting directions for future work. For example, it
would be informative to include a broader design space to create cookie consent notices, such as
variable background color and size. The design of di!erent background styles (e.g., transparent)
can provide interesting "ndings regarding the e!ect this has on users’ decisions; to the best of
our knowledge, it does not exist a systematic evaluation these factors. Another potential design
study could be on additional options for the user to interact with the cookie consent notice (e.g., an
accept-only-essential-cookies button). Moreover, commonly used cookie consent designs for mobile
environments typically involve notices that can cover the entire screen, blocking the visitor’s access
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to the website and “demanding” her response in order to continue navigation (usually including
dark patterns in the process). This can again drastically a!ect users’ interaction with cookie consent
notices in the mobile setting. Finally, future studies can include other nudging techniques that can
be used in the context of cookie consent, such as timer nudging [48], or con"rmation nudging (“Are
you sure you want to proceed?”).
Ensuring that users are fully informed during their privacy-related decision-making process is

an important topic in the community. Several previous studies have focused on studying how the
interface design approaches can in#uence users [29, 32, 36, 46]. These studies typically focus on
either tricking users into giving away additional information (dark patterns) [32, 36] or towards
more privacy-sensitive con"gurations (i.e., nudging) [29, 46]. We hope that the "ndings from our
combined study can provide a better understanding of the e!ects of each design approach and how
future interfaces can counterbalance current and more common dark pattern techniques. In view
of our results, nudging techniques, such as the progress bar, can impact users’ decisions even in
scenarios where dark patterns are still present. We can still "nd dark patterns and other strategies
to circumvent the GDPR-by-design in new websites that are built to ensure compliance with the
GDPR [40]. Insights from the use and impact of dark patterns and nudging in users’ responses can
be useful in other scenarios with similar graphical user interfaces (e.g., privacy settings in online
services such as social networks [47]).

6 CONCLUSION
In this paper, we evaluate how di!erent nudging techniques can in#uence users that interact with
cookie consent notices to change the default cookie settings. We analyze users’ responses when
multiple nudging techniques are combined (e.g., nudging settings and nudging bar) and when they
coexist with dark patterns. Our results show that nudging techniques can increase by 14% the
probability of a user changing the default setting. Di!ering from previous studies [29, 36] that show
the bene"ts of displaying the purposes of the cookies in the notice, our results show that a progress
bar that depicts the number of enabled cookies and changes color based on this number (green
when all the cookies are disabled and red when all are enabled) has a stronger in#uence on users
responses. Our results align with previous "ndings [46] that support that the position of the cookie
notice, even when it blocks the information of the website (e.g., center position), does not have
a signi"cant e!ect on the consent responses. Notably, our results show that nudging techniques
can persuade even users who are "nancially incentivized to complete a browser-based task (e.g.,
MTurk workers) as soon as possible to change the default settings. It is also worth noting that our
"ndings contradict the so-called “privacy paradox” [35], where privacy-aware participants modify
the default cookie settings.

Numerous studies focus on employing nudging techniques to inform users about privacy policies
and assist them in making more privacy-aware decisions. However, all these nudging techniques
are e!ective only if they are implemented into industry standards [36]. Studying user responses
with di!erent designs may be helpful beyond the particular application of cookie consent notices
to analyze the visual biases that may be rendered by such designs more generally. We believe our
"ndings can be applied as the groundwork for designing better cookie consent notices in ways that
website operators can adopt.
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A APPENDIX: SURVEY QUESTIONS

A.1 Electronic consent

Your participation in this research study is voluntary. You may choose not to participate. No data
will be collected from participants who choose to ‘opt-out’ during the research process; their data
will be immediately destroyed. We will do our best to keep your information con"dential. All
data is stored in a password-protected electronic format, and any personal information will be
securely anonymized during the experiment. We additionally collect browser version and operating
system information for demographic purposes. To help protect your con"dentiality, the survey
does not contain information that can personally identify you. The results of this study will be
used for research purposes only. The results of this study can improve the current user interfaces
and interactions with online services, with better privacy threat descriptions and more useful
information to users.
Please select your choice below:
• Agree • Disagree (end survey)

A.2 Demographic questions

(1) What is your gender?
• Prefer not to answer
• Male
• Female

• Gender
• Variant/Non-
Conforming

• Transgender
• Not listed (Answer: open-
ended)

(2) What is your age?
• 18 to 24
• 25 to 34
• 35 to 44

• 45 to 54
• 55 to 64
• 65 to 74

• 75 or older
• Prefer not to an-
swer

(3) Education
• Less than high school degree
• High school degree or equivalent
• Some college but no degree
• Associate degree

• Bachelor degree
• Graduate degree
• Postgraduate degree
• Other (Answer: open-ended)

(4) What is your profession? (Answer: open-ended)
(5) Country of residence (Answer: open-ended)

A.3 Demographics

Table 5 depicts the demographics of our participants and includes their privacy concerns (1 to 5
Likert-scale) and self-reported familiarity.
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Demographic Category % Category %

Basic Demographics

Gender male 46% female 52%
prefer not to answer 0.9% gender variant 0.4%
transgender 0.5%

Age 18 to 24 13.5% 25 to 34 40.3%
35 to 44 24.6% 45 to 54 13.1%
55 to 64 5% 65 to 74 2.3%
75 or older 0.3% Prefer not to answer 0.4%

Education Associate degree 9% Bachelor degree 40%

Graduate degree 13%
High school degree or equivalent
(e.g., GED)

10%

I am in the process of getting a
professional degree

0.5% Less than high school degree 0.5%

Postgraduate degree 11% Some college but no degree 16%
Regions South Asia 25% South America 2%

North America 55% Europe 17%
Others 1%

Internet Users’ Information Privacy Concerns (IUIPC)

IUIPC Factors Collection 1, 2, 3 34% 4, 5 66%
('̄ : 3.9 %& : [3.8, 3.9])

Awareness 1, 2, 3 33% 4, 5 67%
('̄ : 3.7 %& : [3.7, 3.8])

Control 1, 2, 3 25% 4, 5 75%
('̄ : 3.5 %& : [3.4, 3.5])

Familiarity

Technology 1, 2, 3 43% 4, 5 57%
('̄ : 3.71 %& : [3.61, 3.81])

Smart homes 1, 2, 3 23% 4, 5 77%
('̄ : 4.12 %& : [4.02, 4.22])

Computer security 1, 2, 3 48% 4, 5 52%
('̄ : 2.34 %& : [2.23, 2.45])

Table 5. Demographics for 1100 participants.

A.4 "estions on technical skills

Participants reported their technical skills with three questions on a Likert-scale from 5-‘Very weak’
to 1-‘Very strong’.
(1) How would you rate your knowledge of technology in general?
(2) How would you rate your knowledge of smart home technology?
(3) How would you rate your knowledge of computer security?

A.5 Previous cookie consent experience

(1) Have you ever interact with cookie consent notices (e.g., pop-up menu at the beginning) before
this survey?
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A.6 IUIPC questions

Participants answered the following questions [34] on a Likert-scale from 5-‘Very concerned’ to
1-‘Very unconcerned’.
(1) When online companies ask me for personal information, I sometimes think twice before
providing it.
(2) It bothers me to give personal information to so many online companies.
(3) Companies seeking information online should disclose the way the data are collected, processed,
and used.
(4) It usually bothers me when online companies ask me for personal information.
(5) Consumer online privacy is really a matter of consumers’ right to exercise control and autonomy
over decisions about how their information is collected, used, and shared.
(6) Consumer control of personal information lies at the heart of consumer privacy.
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