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Abstract A

While deep learning demonstrates its strong ability to han-
dle independent and identically distributed (IID) data, it often
suffers from out-of-distribution (OoD) generalization, where
the test data come from another distribution (w.r.t. the train-
ing one). Designing a general OoD generalization framework
for a wide range of applications is challenging, mainly due
to different kinds of distribution shifts in the real world, such
as the shift across domains or the extrapolation of correla-
tion. Most of the previous approaches can only solve one spe-
cific distribution shift, leading to unsatisfactory performance
when applied to various OoD benchmarks. In this work, we
propose DecAug, a novel decomposed feature representation
and semantic augmentation approach for OoD generaliza-
tion. Specifically, DecAug disentangles the category-related
and context-related features by orthogonalizing the two gra-
dients (w.r.t. intermediate features) of losses for predicting
category and context labels, where category-related features
contain causal information of the target object, while context-
related features cause distribution shifts between training and
test data. Furthermore, we perform gradient-based augmenta-
tion on context-related features to improve the robustness of
the learned representations. Experimental results show that
DecAug outperforms other state-of-the-art methods on var-
ious OoD datasets, which is among the very few methods
that can deal with different types of OoD generalization chal-
lenges.

Introduction

Deep learning has demonstrated superior performances on
standard benchmark datasets from various fields, such as im-
age classification (Krizhevsky, Sutskever, and Hinton 2012),
object detection (Redmon et al. 2016), natural language pro-
cessing (Devlin et al. 2019), and recommendation systems
(Cheng et al. 2016), assuming that the training and test data
are independent and identically distributed (IID). In practice,
however, it is common to observe distribution shifts among
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Figure 1: Illustration of the two-dimensional OoD shifts
among datasets in different OoD research areas, including
Colored MNIST, PACS, and NICO. Extensive experiments
showed that many OoD methods can only deal with one di-
mension of OoD shift.

training and test data, which is known as out-of-distribution
(OoD) generalization. How to deal with OoD generalization
is still an open problem.

To improve a DNN’s OoD generalization ability, diversi-
fied research endeavors are observed recently, which mainly
includes domain generalization, invariant risk minimization,
and stable learning. Various benchmark datasets are adopted
to evaluate the proposed OoD generalization algorithms,
such as Colored MNIST (Arjovsky et al. 2019), PACS (Li
et al. 2017a), and NICO (He, Shen, and Cui 2020). Among
these datasets, PACS are widely used in domain general-
ization (Carlucci et al. 2019; Mancini et al. 2020) to val-
idate DNN’s ability to generalize across different image
styles. On the other hand, in recent risk regularization meth-
ods, Colored MNIST is often considered (Arjovsky et al.
2019; Ahuja et al. 2020; Krueger et al. 2020; Xie et al.
2020), where distribution shift is introduced by manipulat-
ing the correlation between the colors and the labels. In sta-
ble learning, another OoD dataset called NICO was intro-






