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Abstract—tayered multicast is an efficient technique to deliver Layered
video to heterogeneous receivers over wired and wireless networks. Substreams
In this paper, we consider such a multicast system in which the
server adapts the bandwidth and forward-error correction code
(FEC) of each layer so as to maximize the overall video quality,
given the heterogeneous client characteristics in terms of their
end-to-end bandwidth, packet drop rate over the wired network,
and bit-error rate in the wireless hop. In terms of FECs, we also
study the value of a gateway which “transcodes” packet-level
FECs to byte-level FECs before forwarding packets from the
wired network to the wireless clients. We present an analysis of the Wireless
system, propose an efficient algorithm on FEC allocation for the Gateway Client
base layer, and formulate a dynamic program with a fast and ac-
curate approximation for the joint bandwidth and FEC allocation  Fig. 1. Architecture of the video system.
of the enhancement layers. Our results show that a transcoding
gateway performs only slightly better than the nontranscoding
one in terms of end-to-end loss rate, and our allocation is effective data is delivered in a “TCP-friendly” manner over the wired
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in terms of FEC parity and bandwidth served to each user. network [6]-[8].

Index Terms—tayered video multicast, optimal bandwidth al- We show in Fig. 1 the video system considered in this paper.
location, optimal FEC, transcoding and nontranscoding gateways, There are both wired and wireless clients. In the case of wireless
wireless Internet. access, the base station is connected to a gateway. In its sim-

plest form, the gateway forwards whatever packets it receives
|. INTRODUCTION to the wireless clients without any re-packetization or fragmen-

AYERED multicast is an efficient technique to delivefation. On the qthe_r hand, a more s_ophisticated_gateway can do

video to its end users [1], [2]. In such a system, the servé?Me repacketization (e.qg., b_y adding or removing error redl_m-
encodes the videos (stored or captured live) into a certain fixdgncy codes) before forwarding the packets from the wired in-
number of layers (i.e., a base layer and several enhancendggtructure to the end clients. The data packets are said to be
layers) and multicasts the layers via several multicast groupnscoded” in the process. This kind of “transcoding” gateway
to end-users distributed over a network. The base layer gul2y be beneficial since the error characteristics are different in
antees a certain minimum video quality, and hence has to g wired and wireless networks: in wired networks (such as the
received with rather low loss [3]. Depending on the end-to-eftéMet), packets are dropped mainly due to congestion at the
bandwidth between a client and the servea client may routers, while in the wireless hop, packets are often lost due to
progressively improve the video quality by getting a numb&gndombit errors caused by fading or multipath effect [9].
of enhancement layers via joining their multicast groups. This Pue to the heterogeneous nature of channel conditions in
is the so-called “receiver-driven layered multicast” [4], [5]jcerm§ .of bandwidth and error rate among the clients e_md such
As a client would not join more layers than its end-to-end bfonditions may vary over time, the source has to continuously

rate can accommodate (except for some transient attempts),&f@Pt the error-recovery mechanisms and bit rate of each layer
in order to optimize the overall video quality delivered to the

_ _ _ clients. Such joint rate and error control across the layers is a
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video quality. In this paper, we will hence focus on FECs as 2) We present an analytic model of the system, an efficient
the error-recovery mechanism. Note that FEC strategies are dif- algorithm on optimal FEC allocation for the base layer,

ferent for the wireless and wired networks due to their different  and a dynamic program formulation with a fast and ac-
error characteristics. In the wired network, packet-level FEC in  curate approximation on the optimal allocation of the en-

the form of paritypacketsshould be used in order to recover hancement layers.
packet loss [9], [13], [15]-[17]. On the other hand, byte-level 3) We investigate the advantages of using a gateway which
FECs in the form of paritpytesshould be used over the wire- transcodes from packet-level FECs to byte-level FECs for

less hop in order to recover bit error [9]. Furthermore, different  the wireless link.
FECs may be applied for different layers (i.e., unequal error pro-We briefly present some previous works as follows. There
tection) to achieve error-resilience. has been much work on using error control oricastvideo

We consider that a client periodically reports to the souralivery [6], [7], [22]. We study video multicast here. Several
its current estimated end-to-end bandwidth, packet drop rageror-recovery schemes have been studied for video multicast,
and bit error rate (in the case of a wireless client) between itsslich as the limited retransmission and FEC (the so-called hy-
and the source by means of some scalable feedback mecharsoh ARQ-FEC) and sending delayed version of parity packets
[6], [7]. (How to estimate these parameters accurately dwer different multicast groups [23]-[25]. An evaluation of the
beyond the scope of this work. Interested readers are referegaplication of FECs on unequal packet-loss protection for video
to [18] and references therein.) It is, therefore, of particulatreaming has been studied in [26]. While all these address
interest to address the following issue: given the heterogene®EC can be introduced and applied in a video system, in this
error and bandwidth characteristics of its end clients, howaper, we addresow muchH-ECs is required, and other impor-
should the server allocate the bandwidth and the correspondiagt issues such as the optimal bandwidth of each layer and the
packet-and-byte-level FEC of each video layer in order t@mlue of a transcoding gateway. All of the above has not consid-
maximize the overall video quality? Furthermore, are there apyed the issue of “mixed” media (wired and wireless networks)
differences in performance between a simple “nontranscoding’which packet-level and byte-level FECs should be combined
gateway and the more complicated “transcoding” gatewaf& optimal system operation. Bandwidth allocation at receivers
Note that the network condition may be nonstationary ovésr layered multicast has been examined in [27]. Here, we ad-
time (i.e., packet drop or loss may be bursty). Due to perioditess a different system (a receiver-driven multicast system)
feedback from the clients, the server continuously adamsth allocation at the sender. There is also much other work on
its FEC and bandwidth allocation according to the netwoilllyered multicast [28]-[31]. Our work differs from all of this
conditions at that time. We, however, assume that the packethat we examine layered multicast over mixed media with
drop and bit error are independent between any two adaptatjoimt bandwidth and FEC allocation, and advantages of using a
periods, as normally considered in the multistate Markov modeanscoding wireless gateway [32].
in the literature. This paper is organized as follows. We first present the

Traditionally, video quality is measured in terms of PSNRRacket- and byte-level FEC allocation schemes, and analyze
[19]. In order to offer a good video quality, the packet-loss rateow the schemes can be applied to the base layer for optimal
after error correction (i.e., the “residual” packet-loss rate) hasiality in Section Il. Then we present the dynamic program
to be below a certain (low) value, e.g 1% for the base layer formulation for the joint allocation of bandwidth and FEC
and <2% for enhancement layers. Such a loss rate is essentiatoss enhancement layers in Section Ill. We conclude in
for effective error concealment. Under such a loss rate, it h8ection IV.
been widely observed that the peak signal-to-noise ratio (PSNR)
is proportional to the video goodput defined as the useful data
bits per second (after error correction) received by a client [15],

[20], [21]. Therefore, our objective of maximizing video quality Since every client has to receive the base layer, the bit rate
is equivalent to maximizing the overall goodput of the systergjlocated to the base layer (including FEC encoding) should be
subject to a certain low loss constraint for each layer. Since tBgual to the minimum end-to-end bit rate (Those clients with
base layer is the most important layer that all clients must ngigher end-to-end bit rate may join the enhancement layers to
ceive, we first optimize its overall quality. Given that, we thefmprove further their video quality). Thus, the only concern in
jointly allocate bandwidth and FECs for each of the enhancgase-layer transmission is how much error control should be ap-
ment layers so that the overall goodput in the network is magtied to serve both wireless and wired clients so that their overall
imized. As the server has to continuously adapt the bandwidjbality is optimized. As noted before, the quality is measured by
and FEC of the Iayers, the optimization has to be fast and, in m aggregate goodput in the System, or equiva|ent|y, average
case of approximation, has to be accurate. goodput of the clients.
Our contributions in this paper are hence as follows. In this section, we first describe packet-level and byte-level
1) We study a video multicast system over wired and wire~EC schemes in Section II-A. In Section II-B, we analyze and
less networks with joint bandwidth and FEC allocatiomptimize video quality in terms of system goodput for non-
for each layer in order to maximize the overall videdranscoding and transcoding gateway, given client packet-loss
quality. and bit-error rate. Finally, we present some illustrative numer-
ical examples and discuss the effectiveness of the error control
schemes in Section II-C.

Il. BASE-LAYER TRANSMISSION AND ITS OPTIMIZATION
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then redistributed as thigh byte of each of the, — &, parity
packets. Since all the packets are sequenced, up to

t,=np —kp 2)

packet losses in a block can be corrected. Clearly, as a block
of packets has to be ready before packet-level FEC is done, the
delay of the system increases with. Therefore, in reality, the
client delay requirement determines thgthat can be used.

The server computes the optimal allocation between the video
data rate, the packet-level FEC rate (defined as the number of
packet-level FEC parity bits per second), and the byte-level FEC
rate (defined as the number of byte-level FEC parity bits per

second) given the feedbacks from the end clientsd.ee the
multicast group size. The feedbacks for cligfit < g < G)
are in terms of the estimated end-to-end available bitigtend
the packet drop raté’hg(ﬁhg may be estimated by the missing
sequence numbers of the packetsand, for wireless clients,
the bit-error rate of the wireless ha@p, (note thaté, , may be
e ; estimated after accounting for the limited ARQ recovery in the
LD VideoDuts [ Packer rarty B Bycleve Pty J\ wireless hop or by using a two-state Markov process as given in
T [33)]).

(®) Given the feedback information, the server has to first decide
Fig. 2. Packet-level and byte-level FEC scheme for nontranscoding gatewthye packet-level and byte-level FEC rates for the base layer, with
(a) Data flow of the scheme. (b) FEC generation of the scheme. its transmission rate, including all the redundant bits is equal to
the least end-to-end bit rate in the multicast group (i%.,=
min, B,). Let the packet-level FEC rate be, and the byte-

) level FEC rate b&?;. Given(n,, k,) and(ny, ki), R, and Ry,
We propose mixed packet-level and byte-level FECs to prgzq clearly given by

tect the base layer and study the scheme with and without a
R, = Ro (M) ©)
Np

transcoding gateway.
Ty Ty

1) Nontranscoding GatewayWith a nontranscoding
gateway, both packet-level and byte-level FEC encodings haed

Flne video source ratB,, defined as the data rate excluding all
FEC, is then given by

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

A. FEC Scheme Descriptions

to be done at the video server, and error correction are only
done at the end clients. We show the flow of FEC encoding
and decoding in Fig. 2(a). At the server, the compressed stre
is first encoded with byte-level FEC followed by packet-leve
FEC. The decoding part is the reverse of the encoding process.
Note that with this system, the byte-level FEC does not re- Ry=Ry—R,— R,
ally helps those wired clients (where packet drops occur) in ke k,
n(2)(3)

improving their error resilience capability. (5)
In Fig. 2(b), we show how to generate the two levels of FEC
based on RS code. For the byte-level FEC, the encoder proce§sesnomenclature used in this paper is shown in Table I.
in symbols, where each symbol consistsiohits (m = 8 in 2) Transcoding GatewayA transcoding gateway
general). Given a packet of sizg bytes k,(>1) bytes of source transcodes video packets from packet-level FEC to byte-level
data are packed with, — k&, parity bytes, wheré, = n,,n, — FEC before forwarding the packets to the wireless clients. We
2,.... This is the so-calle®S(ny, k) code, which is able to show in Fig. 3(a) the block diagram of a system with such
correct up ta, symbol errors in a packet, where gateway. The gateway first recovers any dropped packets by
the packet-level FEC and then pads the video packets with
o ’an - kﬂ ) byte-level FEC parity. Note that the wired clients need to
K 2 ) perform packet-level FEC operations only, and, in contrast with
the nontranscoding gateway, byte-level FEC encoding is done
The packet size, is limited by 2™ — 1 symbols; therefore, for at the gateway rather than the server. We consider a simple
m = 8,n, < 255. transcoding gateway which does not do any packet fragmenta-
With everyk, of these byte-encoded video packets, a packeisn or reassembly. We see that a transcoding gateway achieves
level FEC is then applied to generatg — k, parity packets to slightly lower bit-rate requirement than the nontranscoding one
form a block ofn,, packets. This is generated as follows. Ttie 2We defi . . o _
e define a packet as “dropped” if the packet is in error during its transmis-

byte of each of thé:, V.ideo packetgl < i < mp)is t.aken OUL sjon over the network. A dropped packet is (permanently) “lost” if it cannot be
to generatey, — k,, parity bytes. The generated parity bytes arecovered after packet-level FEC.

Ny Ny
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TABLE |
NOTATIONS USED IN THIS PAPER

N Total number of clients in the system
L : Number of video layers
G Size of multicast group (number of clients)
R; : Transmission rate of the ith layer (bits/s)
B, :  Estimated end-to-end available bitrate for client g (bits/s)
}51,_,, :  Estimated packet drop rate in the wired networks for client g
P : Average packet drop rate in the wired network
€b,g : Estimated bit error rate over the wireless hop for client g
€ : Average bit error rate over the wireless hop
€s,g : Symbol error rate in the wireless hop for client g
Ny, Np : Packet size of the byte-level FEC (bytes) and block size of the packet-level FEC (packets), respectively
ky, kp : Data bytes in a byte-level FEC packet and number of packets in a packet-level FEC block, respectively
€o :  Constraint/Requirement on end-to-end packet loss rate (after error correction)
€g : End-to-end packet loss rate (after error correction) for client g for non-transcoding gateway
Ng : End-to-end packet loss rate (after error correction) for client g for transcoding gateway
r, : Goodput for client g (bits/s)

Total goodput = Z Iy (bits/s)

__VideoServer .. Wired Clients byte-level FEC rates are clearly given by the same expressions
- : : d4 tively. The source rate is, however, given

Packet-level \_E, . as (3) an ( )l respec ve y u | ’ Wwev ’ g|V
FEC decoding [ Video data by

Wired

\ Packet-level
Video data T Networks

FEC encoding

-‘nscoding Gateway RS — RO (ﬂ) . (6)
, 3 ny
| Packet-level
Wireless Clients FEC decoding i
N 3 v i B. Quality Optimization
Video data qt| Byte-level Wireless | Byedeve | . .
1| FEC decoding [T Hop [ |LFEC encoding | Here, we analyze the systems with nontranscoding and
S ' transcoding gateways and consider how the video quality can
(@ be maximized over all the clients in the system. As mentioned
< 1, packet . before, we consider maximizing the sum of PSNR over all the
P k clients. For a low loss rate (i.e10%), this is equivalent to
<k padkes——— o g@k_e_tg_j,,,, maximizing the aggregate goodplit (bits/s), defined as the
i ) ‘ useful data bits delivered per second over all cliexfter error
(N I R eeeees | - correction. Furthermore, I&t, be the goodput of thgth client.

Therefore, we study the following byte-level and packet-level
FEC allocation problem: Given, andn,, find the optimalk,,,

Transcoding at Gateway after recovery from packet loss and kb in order to maximize
€Ny, bytes>]
"h b > G
ytes
C vl Y Y I'= 2:1 Ly (")
g:

‘ D Video Data [ Packetlevel Parity % Byte-level Parity

such that the end-to-end packet-loss rate (after error correction)

(b) is no more than a certain valug (say, 0.01-0.03) over all
Fig. 3. Packet-level and byte-level FEC scheme for transcoding gateway. @')ents Here, we consider the sum of the individual goodput,
Data flow of the scheme. (b) FEC generation of the scheme. i.e., all the clients in the system have the same priority or im-

portance. If this is not the case, we need to assign some weight
(or equivalently, higher video quality given a bit-rate constraintp eachl’, (and thereof each PSNR). This extension is straight-
by trading off some system complexity. forward and will not be pursued further here.

We show the detail of the encoding process in Fig. 3(b). Thel) Optimization for Nontranscoding Gatewayet us con-
gateway first recovers the, data packets (out of the, FEC sider a particular clieng (and hence the subscrips™in some
block), each oft;, bytes, and then transcodes the packebs,,to of our equations) and obtain its goodput gl\@li‘b andés 4. In
bytes by padding them with some byte-level FEC. Given thbe wireless hop, a symbol is considered in “error” if any of the
base-layer transmission rate Bf bits/s, the packet-level andm bits in the symbol are transmitted in error. Clearly, given the
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bit-error rateg, , in the wireless channel, the symbol error rate TABLE I
i i CLIENTS' PROFILE USED FOR TRANSCODING

IS AND NON-TRANSCODING GATEWAYS
— 5 m 2y
€sg =1—(1—¢éyg)™. (8) Py (%) | éby (1074
Since theRS(ny, ki) code corrects up ta, symbol errors, the Cl?ent 1 2.0572 0.9993
probability that a random packet cannot be recovered by byte- client 2 | 1.7179 0.5460
level FEC is given by client 3 2.4790 0.8594
- client 4 1.8248 1.3363
= 3 (m,) Cog (1= ey g)™ 0 9) client 5 | 2.7698 1.0134
it N i i client 6 | 1.3341 0.0
. . o client 7 2.1079 0.0
Note that for the wired clientsy, = 0 asé, , = 0 by definition. client 8 | 27578 0.0
A packet is “dropped” if it is dropped in the wired networks i ' '
(with rateP; ), orifitis in unrecoverable error (with probability client 9 | 1.1049 0.0
client 10 2.4529 0.0

ag) over the wireless hop. Since the two events are independent,
the end-to-end packet drop rate from the source to the client is

given by 2) Optimization for Transcoding GatewayConsider a
client g. The probability that a random packet is permanently

fg=1-(1=Prg)(l —ay). (10) lost over the wired network is clearly given by
Note that the dropped packets may be recovered by the L A R
packet-level FEC [see Fig. 2(a)]. Since uptjo= n, — k, Y= — (f) PE(1=Prg)mr*. (13)
dropped packets in the same block can be recovered by k=t,+1 7

packet-level FECs. By considering the number of packgfit g 5 wireless client, the packets corrected after packet-level
drops in a FEC bI:)c_k, the probability that a random packet j§=¢ gre transmitted over the wireless hop. The probability that
permanently “lost” (i.e., the end-to-end packet-loss rate aft@{ase packets cannot be recovered due to wireless error has al-

error correction) is given by (see [6] and [7]) ready been obtained as, in (9) (again, for the wired client,
"o ag = 0). Therefore, the end-to-end packet-loss rate after error
€g = Z o (”_P) /ggk(l — /3g)np—k_ (11) correction is given by (by the independence of error rates in the
, np \ k wired and wireless networks)
k=t,+1
The goodput of the client is hence given by ng=1—(1—)(1—ay) (14)
. . and hence, the goodput of the client is
N T go0dp
Ty ny

= o (22 ) (1= ). (15)
The allocation problem is a two-dimensional searck,pand "p
ky, which is of complexityO(Gn,n,) and is not efficient. Val-  As in the nontranscoding case, we again observe that the
idated by extensive runs, we found that packet-level FEC oppacket-level FEC can be done independently of the byte-level
mization can be done independently with that of byte-level FEEC in this case. The optimization procedure is, hence, the same
without affecting the results much (less than 1%). Therefore, e that of the nontranscoding case, exceptdhat replaced by
can greatly reduce the complexity®(G(n, + ny)) by means 7, in (14).
of the following two-step procedures.

« Packet-level FEC optimization-First, we computé: so C. lllustrative Numerical Examples and Results
that the residual loss rate over the wired network is no In this section, we compare the performance of transcoding
more thane, by the following. We ignore the wirelessand nontranscoding gateways. We consider a baseline system
links by settingy, = 0 for all clients. LetP, = max, P, of G = 10 clients, with half of them being wireless clients. We
be the maximum packet drop rate for all the clients. how in Table 117, , andé, , of each client, which are gener-
P, < &,, STOP and proceed to the next step (The packgfed by assuming that they are uniformly distributed with mean
drop rate is so low that, = n,). Otherwise, for all the P, = 2% ande, = 10~%, respectively. Note that clients 1-5
clientswithP, , > ¢,, search for the larges}, < n,, (i.e., are wireless users, while the remaining are wired. The other
for minimum parities) such that the end-to-end residulaseline parameters arg = 1%,n;, = 255,n, = 40, and
loss ratee, [in accordance with (11)] of all these clientsR, = 100 kbits/s. Optimal FEC allocation will first be per-
are no more than,. This is thek; required. formed given these parameters. Then, in our sensitivity analysis,
Byte-Level FEC optimization-Now, we reintroducex, we vary the other parameters, one at a time.
for all wireless clients. Giveh;, find the largest;, < ny, In Fig. 4, we shOV\k; versus:, for the transcoding and non-
such thak, [in accordance with (11)] for all the wirelesstranscoding cases. Clearly, both cases have the same optimal
clients are no more than,. This is thek; required. (due to the same optimization stegif). &, increases with, in
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Fig. 5. k; versuss, givenk; for transcoding and nontranscoding gatewaygo—+,s, = 1%, n, = 255 bytes, n, = 40 packets).

(&, = 10— s , P, = 2%, n, = 255 bytes,n, = 40 packets).
stronger byte-level correction capability) is needed to compen-

a stepwise manner (due to the constraint on integral value). Netge. Ase,, increases, thé; jumps back up as the system can
thatk, is already very close ta,, indicating that little packet- tolerate more end-to-end packet loss.
level FEC is necessary to achieve a low end-to-end packet lossVe show in Fig. 6 the corresponding optimal goodptit
The packet-level FEC is so effective that even though most afcording to (12) (i.e., withk; and k;) versuse, for the
the P, ¢S are greater than 2%, only a few parity packets (twdranscoding and nontranscodlng cases. Though the goodput
in this case) are needed to briagto as low as 1%. No parity is for the transcoding case is higher, there is no much difference
necessary whes, > max, 15175, (as all client hasﬁl;g < €p)- between them (only about a 2% difference here). This is

Next, in Fig. 5, we show the correspondihj versuse,, for expected because, from (15) and (12), the ratio of the non-
transcoding and nontranscoding gateways. Both cases sharérahscoding and transcoding goodputs for clign$ given by
most the samé; . As compared witlk;, k; is quite insensitive (k; (nontranscoding/ng) x (1 —¢,)/(1 —ny) = kj /ny. From
to e,; it increases relatively slowly. Therefore, aschanges, Fig. 5, we have already seen thigt for the nontranscoding
k, is a more important parameter to adjust. Note thaéfgor=  gateway is very close ta,, and hence the difference is small.
104, a random packet without any byte-level FEC is in erroks ¢, increases]'* in general first increases and then decreases
occurs with probability ol — (1 — ¢, 4)™™ = 0.18. Even with (the decrease is shown for the transcoding case). This is due to
this packet-loss rate, only a few parity bytes (about 4—6 in otlre following.I' is affected by two factors: 1) the end-to-end
plot) are enough to bring this error rate down to a low level givepacket-loss rate, andn, (I' decreases with them) and &)
by e,. This again indicates the efficiency of byte-level FEC. Thandk; (I increases with them). From Fig. 5, we see that when
“dips” in the figure corresponds to the “rises” in Fig. 4. Thig, is small, the effect of;, andk; dominate, while whea, is
is because onck; is increased, the packet-level error-corrediigher, the error rate dominates arftidecreases. For the cases
tion capability decreases and hence a lowjeand thereof a of interest (i.e.g, < 5%), ™ increases with,.
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non-transcoding
250 transcoding

Client's Bandwidth

50}

k;, (bytes)

8

Fig. 9. Mapping ofB, to R,.

10" partitioned among them. Clearly, if the layer bit rates are set
too low, the sum of goodput is low. On the other hand, if the
Fig. 8. k; versusz, for transcoding and nontranscoding gatewajs &  layer bit rates are set too high, many clients can only join a few
2%. e, = 1%, n, = 255 bytes,n,, = 40 packets). layers and hence the aggregate goodput is also low. Therefore,
there is an optimal allocation such that the aggregate goodput
is maximized. The optimization of the enhancement layers then
decreases with’, as more error protection is necessary. Thléecomes: What are the bandwidth and FEC of each of the en-

packet-level FEC is quite effective, as only a few parity packetgé’mcement layers in order to maximize the sum of video quality

(given byn,, — k%) are able to bring a hig, (say, 7%—8%) to enhanced_ in terms of th_e goodput of each client’._>
a low e, value (1%). In Section IlI-A, we first formulate the allocation problem

In Fig. 8, we showk? versuse, for transcoding and non- and present a dynamic program to solve it. In order to reduce the
. 8, ;

transcoding cases. Clearly, there is not much difference betwdEhe compIeX|t'y of the c')ptlmilzat!on, an apprommgtlon method
these cases. In generaj, decreases with, because more parity on the bandwdth partmon is .d|scus.sed in Section 11I-B. We
bytes are needed. A increases; remains quite flat at the be- SPOW some illustrative results in Section lll-C.

ginning and then sharply decreases. This indicates that when the _ o

bit error is high, many more parity bytes are needed to achiefle Dynamic Program Optimization

a certain error rate after FEC. From the figure, we also see thafrg formulate the optimization problem, we start by ordering
whene, is greater than a certain value (about 5% in this caseje end-to-end bandwidth in increasing order, so fhat B;

the bit-error rate is too high, and thus the byte-level FEC is Rgy; ~ ;. we plotB3, versus the client indexin Fig. 9. Clearly,
longer effective in bringing errors in the wireless hop down t®, = B, is the base-layer bit ratd;’s, 1 < [ < L, are added

€o- on top of each other, one by one. Let

In Fig. 7, we show howk, varies with P,. Clearly, k;,

I1l. JOINT BANDWIDTH AND FEC CPTIMATION FOR THE

l
0 — .
ENHANCEMENT LAYERS RY = Z R; (16)
=1

While the quality optimization of the base-layer focuses
mainly on FEC allocation, the optimization of the enhancemefe the cumulative transmission rate of the enhancement layers
layers has two dimensions: both FEC and bandwidth allocdP to and including laye (by definition, R®) = Ry, = By);
tions. This is the subject of discussion in this section. therefore,z; = R® — R('=1. Then, all clients with3, > R
In our system, the video is encoded into a totaL@nhance- Would join enhancement layér
ment layers (i.e., the video stream Has 1 layers includingthe ~ Obviously, in order to maximize the goodput, we only need
base layer). Note that in layered encoding, a higher layer cantBeconsider
decoded only if all the lower layers are received. Let the band- . )
width of enhancement layébe R; bits/s(1 < | < L), where RY €{B,,...,Bg}, 1>1. (17)
the higher the index is, the higher is the enhancement layer . R
(i.e., a client cannot decode the layewithout receiving all of In other words,R, = B; — R~ for someR(~Y < B; <
its preceding — 1 layers). Each of the layers is carried by &8¢ (R # R fori # j). For example, in the figure, the
multicast group. The clients in the network join as many layefsst enhancement layer is encoded with transmissionRate:
as possible; however, none of them joins more layers than ks — R(®) = B; — B;.
estimated end-to-end bandwidth can accommodate. Obviously, there is no issue in bandwidth assignment when
We assume that the video quality is enhanced (in terms bf> G — 1 (i.e., the number of enhancement layers is larger
PSNR) due to the enhancement layers is linearly dependenttioan the user pool); the server simply encodes the lowestl
the aggregate goodput of the layers received, i.e., the qualityeithancement layers with;, = Bl+1 — B,. Hence, we will only
independent on the number of layers and how the goodpuffagus on thel. < G — 1 case in the following.
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LetS; be the set of clients who join tligh enhancement layer
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Consider a large number of clients (i.&,— oo) with their

(and hence all layers below). Clearly, the sum of the goodput fend-to-end bandwidth distributed according to some probability

all the clients joining enhancement layas given by

O =3, (R)

gESI

(18)

wherel';(R;) is the goodput of clieng joining layeri. From
the derivation in the previous section, we have

Ry (524) (1 =m0,

R (k“) (k ) (1 —¢€41), otherwise

for transcoding
Pg(Rl) = 5

(19)

wherek; ; andk; , are the packet-level and byte-level FEC for

layer, respectlvely (depending on the loss characteristics
those clients joining the multicast group), whig; andn,
are given according to (11) and (14), respectively.

Therefore, the total goodput of the system due tothen-
hancement layerE,;, is given by

L

=> 10,

=1

N (20)

density function (pdf)f( ) which ranges fromB i, 10 Bryax.

(f1)
Note that a total on w  f(z)dz clients are with enhance-
ment bit rate ofR") — B,.i, (since the bit rate of the base layer is
Buin), the aggregate goodput of all the clients for the enhance-
ment layers is then given by
RUHD)

o _
; R mm /R(l)

J R(L)

f(z)dx

Binax
f(z)dz. (22)

Phe corresponding¥*’s (1 < [ < L) that yield the maximum

goodput can be obtained by settifi;;/0R" = 0, VL.

Note that our approximation works for all kinds of bandwidth
distribution (e.g., Gaussian, uniform, beta, etc) as long as the
corresponding pdf (z) is known. The shape of(z) may de-
pend on some parameter, $age.g., for Gaussian distribution,

6 may be the mean and/or variance, while for uniform distribu-
tion, # may be the mean). Therefoe{"* obtained is a function

We denote™ () as the maximum goodput given that therof g. In reality, #, and hence the actuglz) may be estimated
[1] curve-fitting (some of) the feedbacks from the clients using
arel enhancement layers and the maximum end-to-end balpg

gression.
mclitf I?lgg\;v?v%?ghﬁs{féﬁai ¢ TB;}InCéIZ%a;;Iyé\;vig\; ?]\C']ntf:fézd As an example, let us consider that the end-to-end bandwidth
(L]

goodput forl enhancement layers is the sum of the goodput f%&ftmerﬁggggzls umforml;)/ /dZI)St?ZUtJ?(d ? ew\ll(;?h’““ andBm‘“‘
thelthlayer andi—1) layers below['; J(BG) can be computed max ~ Bumin = 1/(Bmax

recursively with the following dynamlc program by solving forThus

mln)

R()’s (and henceR;’s r Lol . (+1) _ RO
( ) TSR0 - ) ()
I'y(Bg) = max (F( ) + gz )) 1=1 Brnax = Bmin
B y1<=<Bg; ~ (L)
R(IL=D) cr(L)<Bg + (R(L) . Bmin) <?max - -I? ) (23)
FE(L—l](y) = B?;zi‘)iy; (F(L D + F[L 2]( )) Bmax - Bmin
R(E=2) cp(E—1) <y from which we get
: . e _ B
. R(l)* _ Bmin +l > max min (24)
—q(y) = , max (F<L D417 iy )) L+1
A1) (i) <, and hence
Bmax - Bmin
L o (25)
)= max TO. (21) +
Bi<RM<y

which is the approximated layered bit rate obtained.

B. Efficient Approximation on Layer Bandwidths C. lllustrative Numerical Examples and Results

In each of the recursive steps in the dynamic program above|n this subsection, we show the results of the joint bandwidth
there areO(G) possibilities of R(); therefore, the searchand FEC optimization. All enhancement layers are transmitted
space of the above bit rate and FEC allocation problem wsth end-to-end loss requirementaf = 2%, while that of the
O(GL(n, + ny)). Clearly, the complexity becomes excessivbase-layer is, = 1%. We use the same baseline system as con-
for a large number of clients. In this section, we present aidered in the previous section, with the video stream consisting
approximation of the allocation problem when the user poof four enhancement layers. As there is not much difference be-
is large and the error rate is negligible. The approximatidween the transcoding and nontranscoding scheme, we will use
can be done quickly and can be used for initial search. In thige latter in this subsection. The client end-to-end bandwidths
way, the search space is greatly reducedt{d.(n, + n;)). are uniformly distributed betweel,,;, = 100 kb/s andB,,ax,

We show that our approximation matches well with the actuahd therefore the standard deviation of their bandwidth is given
computation of the dynamic program with a finite user podiy (l?max — Bmin)/\/ﬁ. Theeéy 4 andﬁhg of each client are
and reasonable error rates. independently distributed with meap = 10~* and P, = 5%,
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Fig. 10. Transmission rate of enhancement layRrsversus the standard Fig. 12. Average goodpu;, /G versus the standard deviation of client
deviation of the end-to-end bandwidth of the clients (= 10 with five  pandwidth for transcoding and nontranscoding gateways= 10 with 5
wireless clientsg, = 10~*, P, = 5%, L = 4, n, = 255 bytes, andv, =40  wireless clientsz, = 10~*, L = 4, n, = 255 bytes, anch,, = 40 packets).
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Fig. 11. Average goodput’, /G [see (20)] versus the standard deviation of '9- 13- k3, versus the stagdérd deviatjtzn of client bandwidih=t 10 with
client bandwidth G = 10 with five wireless clientsz, = 10—+, L = 4,n, =  fIve Wireless clients; = 5%.¢, = 107%, L = 4.n, = 255 bytes, and
255 bytes, andz, = 40 packets). np = 40 packets).

respectively. The results are averaged over a number of indepéan error rate and group size, dominates the choice for the layer
dent runs (typically 50 runs). bandwidths.

We show in Fig. 10 the optimal bandwidth allocated to layer In Fig. 11, we show the average optimal goodpuf, /G
l, Ry, versus the standard deviation of client bandwidth. For tiversus the standard deviation of client bandwidth, gikehe
enhancement layers, we show the results for both actual saduerage goodput increases with the standard deviation. When
tion of the dynamic program and our approximation from (25§, increases, the goodput decreases (due to more FEC). We
Clearly, our approximation agrees well with the direct comalso show in the figure the ideal case of no packet and bit er-
putation of the dynamic program. The layered bandwidth imers, corresponding to a mean bandwidth over all the clients of
creases with the standard deviation because the range of clighiti,+ Buax)/2- We see that our allocation is reasonably close
bandwidth increases. The result shows that our approximatiarthe ideal case (the goodput with = 0% is about 15% lower
is good even with as few & = 10 clients, and with a packet than the ideal case), indicating the efficiency of our allocation.
drop rate as high aB; = 5%. The base-layer bandwidth also We compare the average optimal goodput versus the stan-
increases with the standard deviation, since clients are maied deviation of client bandwidth for both transcoding and non-
likely to have higher end-to-end bandwidth with higher deviranscoding gateway in Fig. 12, givah. Clearly, the differ-
ation (note that3,;, does not change). We have also run thence between the goodput by the two schemes is negligible. The
case forP, = 0%, but there is not much difference in allocatiorfigure indicates that the variation of client bandwidth is a more
(not shown here). This indicates that the allocation does not dexyortant factor in determining goodput than the choice of the
pend sensitively o}, and that bandwidth heterogeneity, rathegateway.
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the value of such a gateway. We have analyzed the system and
proposed an efficient allocation policy.

In order to serve all the clients, the bandwidth of the base
layer should be equal to the minimum bandwidth of the clients.
The issue of the base-layer transmission is hence how to allo-
cate packet-level and byte-level FEC so as to maximize video
quality (in terms of goodput). Instead of a two-dimensional
search, we have presented an efficient algorithm for such
optimal FEC allocation.

Our results show that the transcoding scheme performs
only slightly better in terms of system goodput than the
nontranscoding scheme (by about 2%). This is mainly due
to the efficiency of FEC encoding (which occupies less than
20% of the data for the packet-level FEC, and less than 10%
for byte-level FEC). This small difference may not justify the
complexity of such a transcoding gateway. A gateway which
Eig. 14. Average goodpuf;,;/G versus the standard deviation of clienttranscodes data in some other ways may be more useful.
éf"f"i’;)df*jf% d;ﬁi[,znzaioia:'l‘zn :St;%tg%ﬁs;r? d‘;ctif'ig ‘;)Vg;'gss)_c“e”tsv Clients may join the enhancement layers to further improve

the video quality beyond the base layer. The issue is then how to
- i allocate bandwidth and FEC across each layer so as to achieve

We show in Fig. 13 the cor.r.espondnkg?l for each Iayer, maximum video quality. We have formulated the problem with a
which dc_Jes not depend sensitively on the standard dev'a_t'(f%amic program, and developed a fast approximation for such
of the client bandwidth. We see that the base layer requirgig, ation. The results show that our approximation agrees with
more parity packets (by about one packet) than the enhancemgat, 4| computation of the dynamic program, which is much
layers, mainly due o its highet,. For the enhancement layers e complex. Our allocation is effective in the sense that it

the higher ones require slightly fewer parity packets than t"alt%hieves quality close to the ideal case without packet loss or

Average goodput (bits per second)

8 % 8 8 8
o o o

T

o
3

=
3

100
Standard deviation of client bandwidth

150 200

lower ones. This is becausg; depends on the largest loss ratQit error

among the clients joining the layer. Since there are fewer clients
joining a higher layer, it is more likely that their maximum loss
rate is lower than those of the lower layers. We see that our al-
location is effective in terms of FEC parties (only about 10% o
overhead). The plot for the correspondikj, shows a similar
trend and is not repeated here. '

To show the effectiveness of our joint bandwidth and FEC [2]
allocation scheme, we compare the average goodput achieved
by our scheme with two simple “naive” bandwidth allocation [3]
schemes. These schemes allocate layer bandwidths according {8
either the highest client bandwidths (i.eRY) = Bg_1 ;) or
the lowestL client bandwidths (i.e R = By, ), respectively.
We show the average goodputs of all the schemes in Fig. 145!
with P, = 5%. Clearly, our optimal scheme achieves higher
goodput than both “naive” schemes. The difference is especially6]
high when the variance of user bandwidth is high (by about 10%
for the allocation to the highest set of bandwidths and by about,
30% for the allocation to the lowest set of bandwidths in this
example). This shows the strength of our allocation scheme, es®l
pecially in a multicast group with diverse end-to-end bandwidth.

[0l
IV. CONCLUSIONS

In this paper, we have studied a layered video multicastlO]
system over wired and wireless networks with receiver feed-
back. The main challenge is to optimize the overall videg11]
quality by means of layer bandwidth and FEC allocations for
the set of clients given their heterogenous bandwidth and errg{y
characteristics, subject to a certain overall loss rate requirement.
Furthermore, since there may be a transcoding gateway (which
transcodes from packet-level FEC to byte-level FEC) betweehl 3l
the wireless clients and the wired network, we have studied
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