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Identifying early a person with dyslexia, a learning disorder with reading and writing, is critical for effective treatment. As
accredited specialists for clinical diagnosis of dyslexia are costly and undersupplied, we research and develop a computer-
assisted approach to efficiently prescreen dyslexic Chinese children so that timely resources can be channelled to those at
higher risk. Previous works in this area are mostly for English and other alphabetic languages, tailored narrowly for the
reading disorder, or require costly specialized equipment. To overcome that, we present DYPA, a novel DYslexia Prescreening
mobile Application for Chinese children. DYPA collects multimodal data from children through a set of specially designed
interactive reading and writing tests in Chinese, and comprehensively analyzes their cognitive-linguistic skills with machine
learning. To better account for the dyslexia-associated features in handwritten characters, DYPA employs a deep learning
based multilevel Chinese handwriting analysis framework to extract features across the stroke, radical and character levels.
We have implemented and installed DYPA in tablets, and our extensive trials with more than 200 pupils in Hong Kong validate
its high predictive accuracy (81.14%), sensitivity (74.27%) and specificity (82.71%).
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1 INTRODUCTION
Dyslexia is a learning disorder in reading and writing. Neurobiological in origin, it is mainly caused by inherent ab-
normalities in the structure and function of the brain [17, 36]. Children with dyslexia have difficulties in acquiring
cognitive-linguistic skills including phonological sensitivity, morphological/semantic awareness, orthographical
processing, and fluency [20, 34]. Moreover, the associated symptoms are largely language-based [10, 32, 37].
Similar to other nationalities, dyslexia happens in Chinese as well. The reported prevalence of dyslexia in Chinese
school-aged children is 5.4% in the Chinese mainland, 9.7% in Hong Kong, and 7.5% in Taiwan [30], totaling up to
more than 10 million children.
Without early intervention, dyslexic children are more likely to suffer from school failure, which may lead

to their other social and psychological problems [4]. Early educational therapy can greatly relieve the negative
impacts of dyslexia. Timely identification, therefore, is critical for young children with dyslexia [49, 54]. However,
this can be challenging for both parents and teachers because the signs and symptoms of dyslexia are not obvious.
On the other hand, clinical diagnosis of dyslexia usually involves a battery of paper-based standardized tests, with
accredited professionals manually scoring the tests to make the final decision [2, 8, 46]. As in general the tests are
lengthy and the services of accredited specialists are costly and undersupplied, having timely and cost-effective
assessments is difficult. As a result, a large proportion of dyslexic children would miss the golden period for
diagnosis and intervention [6, 52].
In this paper, we research and develop a computer-assisted approach to prescreen dyslexic Chinese children

in a cost-effective way, such that professional resources for advising and treatment can be better utilized and
channeled to those at higher risk in a timely manner. Our work is challenging because prior arts in this area are
mostly designed for English and other alphabetic languages, where the characters reflect the phonetic components
of sound [38, 39]. These approaches follow theoretical research of dyslexia in alphabetic languages to focus
more on the learning deficits in terms of reading. On the contrary, Chinese is a morphosyllabic language whose
characters represent a convergence of both sound and meaning. Moreover, unlike the linear writing of letter
strings in alphabetic languages, Chinese characters are hierarchically organized according to certain linguistic
regularities by multiple levels of units such as strokes, radicals and subcharacters. It thus requires a combination
of multiple cognitive-linguistic skills to learn both the reading and the writing of Chinese (Figure 1). However,
existing works on alphabetic languages fail to consider such characteristics and are not applicable to Chinese.
Due to such uniqueness in Chinese, Chinese children with dyslexia have been shown to exhibit learning

deficits in both reading and writing, and writing-related features can help identify children with dyslexia [28, 33].
To investigate writing-related features in Chinese for dyslexia, some studies use specialized graphics panels to
collect and analyze handwriting data [28]. However, the systems are costly and not so portable, and hence not so
accessible, scalable and cost-effective. On the other hand, existing algorithms for Chinese handwriting analysis
are mainly proposed for recognition [56]. They rely on holistic features at the character level to map the input
to a most likely standard character. Others focus on stroke level errors and penmanship instead for education
purposes [22, 45]. These algorithms cannot jointly consider the features across stroke, radical and character
levels in children’s handwritings, and how to capture the multilevel features from the handwritten characters for
dyslexia prediction remains challenging.

Overcoming the challenges, we present DYPA, a dyslexia prescreening mobile application for Chinese children.
We show in Figure 2 the overview of DYPA, which can be installed and run on general consumer-grade tablets
equipped with touch screens such that no specialized equipment is required, hence accessible to the public at
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香/heong1/ [fragrant]

⿱(above-below layout)

禾/wo4/ [cereal] 日/jat6/ [sun]

港/gong2/ [harbor]

⿰(left-right layout)

氵[water-related] 巷/hong6/ [alley]

Strokes

Radicals

Characters

semantic semantic semantic phonetic

Order 1 2 3 4 5 6 7 8 9
stroke ノ 一 丨 ノ ㇏ 丨 ㄱ 一 一

Order 1 2 3 4 5 6 7 8 9 10 11 12
Stroke 丶 丶 ㇀ 一 丨 丨 一 ノ ㇏ ㄱ 一 乚

Fig. 1. An example of the Chinese morphosyllabic writing system (香港 is the Chinese word for "Hong Kong").香 is composed
of two semantic radicals in the above-below layout, with 9 strokes in total.港 is composed of a semantic radical and a
phonetic radical in the left-right layout, with 12 strokes in total.

DYPA
Tablet App

Writing Tests

Reading Tests

Interactive Tests

Children

Parents
Teachers
EdPsys

Server

Multilevel Chinese 
Handwriting 
Analysis

Machine Learning 
Dyslexia Prediction

Handwriting 
Data

Reading Time

Multilevel
Handwriting 
Features

Result

Cognitive
Linguistic Tests 
(Multiple Choice) Time Spent & 

Correctness

Fig. 2. Overview of DYPA workflow.

low cost. DYPA is a joint effort marrying the expertise of our educational psychologists (EdPsys) and computer
scientists. In DYPA, our EdPsys design a series of cartoonized interactive tests that are engaging and friendly for
children. The test designs are based on theoretical research of Chinese dyslexia to comprehensively examine
associated learning disabilities in terms of both reading and writing. Multimodal data are collected when students
interact with DYPA, and then sent to our server to be processed by machine learning and deep learning algorithms
designed by our computer scientists to predict the risk of dyslexia. The prescreening process of DYPA is fully
automated by the algorithms that no expertise from the specialist is required, and the result of DYPA can be used
by parents and teachers for advice on further clinical diagnosis and specialized educational therapy if needed. It
can also help relieve the workload of EdPsys for clinical diagnosis.
In DYPA, to examine children’s cognitive-linguistic skills through writing, we design different writing tests

that require students to write Chinese characters on the touch screen. Furthermore, to better account for the
multilevel characteristics in the analysis of children’s handwritings, we propose a novel deep learning based
multilevel Chinese handwriting analysis framework in DYPA that extracts features across the stroke, radical,
and character levels for dyslexia prediction. Specifically, we extract the stroke level features by stroke matching.
Considering the tree-structured nature of Chinese characters at the radical level, we propose to extract the radical
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level features by using a deep image-to-tree model TSDNet [58]. And we extract the character level feature by
using a deep convolutional neural network (CNN) model. Fusing the features from the reading, writing, and
multiple choice tests, DYPA employs a gradient boosting machine [14] as the machine learning classifier to
predict the risk of dyslexia.
We have implemented and installed DYPA on tablets and conducted extensive experiments to evaluate its

prescreening performance with more than 200 primary school pupils of six to eight years old with and without
dyslexia in Hong Kong. DYPA achieves high predictive accuracy of 81.14%, with sensitivity and specificity 74.27%
and 82.71%, respectively. Our results also confirm the efficacy of our multilevel Chinese handwriting analysis
framework for dyslexia prediction.

The remainder of this paper is organized as follows. In Section 2, we review the background and related works
on dyslexia. We introduce our multilevel Chinese handwriting analysis framework in Section 3, followed by the
design and development of DYPA in Section 4. After that, we show our experimental trials and results in Section 5,
discuss the advantages, limitations, and potential future direction of our work in Section 6, and conclude in
Section 7.

2 BACKGROUND AND RELATED WORK

2.1 Dyslexia in Chinese
Dyslexia is characterized by its diverse causes and heterogeneous manifestations [33]. In research of dyslexia,
there has not been a consensus across the world on a coherent definition, since the specific learning difficulties
associated with dyslexia are largely language-based [10, 32, 37]. Similar to research on dyslexia in alphabetic
languages, researches on Chinese dyslexia have discussed cognitive-linguistic skills, including phonological sen-
sitivity, morphological/semantic awareness, orthographic processing, and fluency from the aspect of reading [34].
Nevertheless, recent studies demonstrate the importance of both reading and writing to identify dyslexia [7],
and this issue is more significant in the Chinese morphosyllabic writing system, since most Chinese characters
are semantic-phonetic compounds. Evidence suggests that Chinese children with dyslexia exhibit deficits in
cognitive-linguistic skills in both reading and character writing, and writing-related features can also help
distinguish children with dyslexia [28, 33].
Despite the theoretical advances, current diagnosis of dyslexia in Chinese still focuses mainly on reading

deficits. For example, the diagnosis of dyslexia among Hong Kong children is based on a local standardized test,
known as the Hong Kong Test of Specific Learning Difficulties in Reading andWriting for Primary School Students
(HKT-P) [8, 9]. It consists of character recognition, word reading and dictation, and other cognitive-linguistic
tests. Composite scores are evaluated from the test, and children are formally diagnosed with dyslexia when
they score significantly below the age norm. While HKT-P contains word dictation tests that require writing,
the scores are only computed as binary correctness, which neglects in-depth analysis of handwritten characters.
Moreover, these diagnostic tests are usually paper-based and lengthy, which are painful for children to take.
Meanwhile, they require accredited specialists to manually score the results and make the final decision on the
basis of the marks [2, 8, 46]. The services of accredited specialists are expensive in general and undersupplied,
which makes it hard to be timely accessible to the children in need. As a result, a large proportion of dyslexic
children would miss the best period for therapy [6, 52].

2.2 Computer-Assisted Dyslexia Prescreening
Since the last decade, machine learning and deep learning have been extensively studied for data analysis and
prediction of dyslexia. Literature review of recent advances in this area are made [1, 24, 25, 27]. Among these
works, some use paper-based psycho-educational tests to examine children’s cognitive-linguistic skills (e.g. [26]).
These approaches still require specialists (teachers, doctors, EdPsys) to manually score each test before the results
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are fed into machine learning models for dyslexia prediction. Other approaches make use of magnetic resonance
imaging(e.g. [16]), electroencephalogram (e.g. [44]), or eye movement tracking (e.g. [53]) for data collection and
apply machine learning and deep learning to extract biological features from the data for dyslexia prediction.
However, these approaches require costly specialized equipment, which prevents them from being convenient
and cost-effective.

The prevalence of personal computing devices provides a great opportunity to automate the dyslexia screening
process. Web and mobile applications and games are developed to screen children with dyslexia in an engaging,
convenient, and cost-efficient way [38, 39]. Most of them are designed for Children speaking specific languages.
Rello et al. [42, 43] proposed a web-based game with stages to identify dyslexia in German, English, and Spanish.
Their game design considered multiple cognitive-linguistic skills, memory, and attention. And their approach
achieves an accuracy of 83% in English. Francese et al. [18] proposed an Android mobile application to identify
reading disabilities in Italian children. They propose specific metrics with thresholds for the detection. Tenemaza
et al. [50] proposed a mobile application in Spanish with augmented reality (AR) technology to improve the
identification of dyslexia in school-aged children. Their result validates the effectiveness of software with an AR
interface for early dyslexia detection. However, most of these approaches are designed for English and other
alphabetic languages. They focus more on cognitive-linguistic skills in terms of reading, especially phonological
sensitivity, and fail to consider Chinese-specific features like handwriting for dyslexia prediction, thereby not
readily applicable for dyslexia in Chinese. Some recent studies propose language-independent games for dyslexia
prescreening. Rauschenberger et al. [41] presented a web-based game built with language-independent musical
and visual elements for dyslexia detection and demonstrated its efficacy on children speaking different languages.
Rauschenberger et al. [40] further combined this system with different machine learning models and achieved an
accuracy of 74% in German and 69% in Spanish. While impressive, the performances of these approaches are only
evaluated among children from western countries. As dyslexia is acknowledged to depend largely on language
and culture [10, 32, 37], the efficacy and performance of these approaches remain to be further validated among
Chinese children.
To investigate Chinese handwriting performance of primary school children with dyslexia, Lam et al. [28]

collected and analyzed students’ handwriting data using the ChineseHandwritingAssessment System (CHAS) [29].
They found the writing speed and accuracy as satisfactory discriminators for dyslexia with an accuracy over 70%.
However, CHAS collects students’ handwriting data with specialized graphics tablets, which are not accessible
in common schools and families. Meanwhile, since CHAS is not designed for dyslexia prescreening, it mainly
assesses students’ handwriting in terms of speed, writing pressure, and stroke-level accuracy, while ignoring
the multilevel features across the stroke, radical, and character levels, and associated cognitive-linguistic skills,
which are critical for dyslexia prescreening. Yan et al. [55] designed a tablet application for Chinese dyslexia
prescreening that bases on handwriting in stroke and radical levels. However, their method still relies on human
expertise to manually assess and score students’ writing. Man Kit Lee et al. [33] proposed to use machine learning
with multilevel writing features from character dictation and demonstrated an accuracy of 78%. However, their
method is still paper-based and not automated which requires manual scoring of the data. Compared with these
approaches, DYPA is specially designed for dyslexia that it comprehensively analyzes multilevel features in writing
as well as other multidimensional cognitive-linguistic skills. At the same time, DYPA runs on consumer-grade
touch screen tablets which have been available in many schools and families such that no costly specialized
equipment is needed compared with CHAS. Moreover, the DYPA screening process is automated by machine
learning and deep learning that does not rely on any manual work by expensive service of specialists to score
or label the data compared with Yan et al. [55] and Man Kit Lee et al. [33]. These advantages make DYPA more
comprehensive and more cost-effective.
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Stroke 
Representation

IDS 
Representation

Vector 
Representation

Multilevel
Handwriting Features

√ Stroke-level
√ Radical-level
√ Character-level

⿰忄⿳日罒又 Multilevel Feature 
Extraction

Handwritten
Character

Fig. 3. Multilevel Chinese handwriting analysis framework.

(a) Handwritten Strokes (b) Template Strokes (c) Stroke Matching Weights

Fig. 4. An example of stroke matching of a character containing 14 strokes in total. (a) and (b) use the same color to represent
corresponding strokes in the handwritten and template character. (c) shows the matrix of matching weights between each
stroke pair.

3 MULTILEVEL CHINESE HANDWRITING ANALYSIS FRAMEWORK
Chinese characters are hierarchically composed of orthographic units such as subcharacters, radicals, and
strokes. These orthographic units typically map onto phonology or semantics by certain regularities. Different
compositions, proportions and orientations of them can form different characters and carry totally different
meanings and pronunciations [12]. The learning deficits caused by dyslexia can manifest in the acquisition of
these regularities across the stroke, radical, and character levels. Thereby, jointly analyzing the multilevel features
of writing can help better examine these cognitive-linguistic skills for dyslexia identification. To this end, we
propose a novel multilevel Chinese handwriting analysis framework, as shown in Figure 3. In the writing tests in
DYPA, students are supposed to write Chinese characters in a square area specified on the touch screen of their
tablets. Each stroke of their writing is recorded as a sequence of points in the area, and for each handwritten
character, we record the list of strokes in the order of their writing. For multilevel handwriting analysis, we
first compute three different representations of each handwritten character, i.e., stroke, Ideographic Description
Sequence (IDS), and vector representations. Then, by jointly analyzing these representations, we extract features
in the stroke, radical, and character levels to be used in dyslexia prescreening. In this section, we introduce the
computation of the representations (Section 3.1-3.3), and present multilevel features extracted (Section 3.4).

3.1 Stroke Representation
Strokes are the basic components that form Chinese characters. There are 8 basic types of strokes that comprise
most Chinese characters. Within each character, the strokes are supposed to be written in a certain order. During
writing, a single stroke can include a sequence of motions, thus having abrupt changes in direction within the line.
Considering the characteristics of stroke writing, we generate the stroke representation of children’s handwritten
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⿰⿱⿲⿳⿴⿵
⿶⿷⿸⿹⿺⿻

慢

⿰

忄 ⿳

罒日 又
慢=⿰忄⿳日罒又

(a) Ideographic Description 
Characters (IDCs) (b) IDS Decomposition

Fig. 5. An example of IDS.

Deep Image-to-Tree 
Model

A wrongly written 
character in 
image format

⿰

氵 ⿱

禾 日

⿰氵⿱禾日
IDS Representation

Fig. 6. The generation of IDS representation from a wrongly written character.

characters by stroke matching, to find out the optimal one-to-one correspondence between handwritten strokes
and the template [3]. As the example shown in Figure 4, we first segment each stroke by the turning points.
Then, we compute pairwise matching weights between each handwritten stroke and the template strokes. For
each stroke pair, the matching weight is a sum of normalized (i) centroid distance, differences in (ii) length, (iii)
aspect ratio, (iv) direction, and (v) count of segments contained. Finally, the optimal matching correspondence is
selected following the condition that it has the largest count of matching strokes with the maximum matching
weights. By doing this, we represent each handwritten character by its strokes together with their best-matched
strokes in the template.

3.2 IDS Representation
The Ideographic Description Sequence is a syntax to describe the hierarchical structure of ideographic characters
including Chinese [15, 35]. It decomposes each character into a combination of its subcharacters and uses
special Ideographic Description Characters (IDCs) to specify the structural relationship between them. Since
the subcharacters can be recursively decomposed using IDS, the decomposition is actually tree-structured and
the IDS representation is obtained by depth-first traversal (DFS) of the decomposition tree (Figure 5). Moreover,
IDS is flexible that it can describe both characters and noncharacters, thus very useful to describe children’s
handwritten characters, which can be wrongly written and not directly recognizable as normal characters.

Research has been done to leverage deep image-to-sequence models to convert Chinese characters in images
into their corresponding IDS [57]. Considering the inherent tree structure of Chinese characters at the radical level
as well as the tree structure of the IDS, we propose to use a deep image-to-tree model instead for better translation
from handwritten characters to IDS. Here we employ TSDNet [58], a deep learning model well-designed for
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learning to extract tree-structural semantics from images. TSDNet works with a CNN as the encoder to extract
visual features from the input image, and introduces a tree-based structure-aware Transformer decoder to decode
the visual features into the target tree sequentially. TSDNet makes full use of the structural information in both
the input image and the output tree during the decoding process, thus being good for us to understand the
radicals and their structural relationships in the characters.
As shown in Figure 6, we first train our TSDNet model using images of Chinese characters as input and

their corresponding IDS decomposition tree as output. The model thereby learns to recognize the subcharacters
and their structural relationship with the character in the input image. Then we generate an image for each
handwritten character from the strokes. Next, we feed the images of children’s handwritten characters to our
trained TSDNet model to generate the corresponding IDS decomposition tree. After obtaining the decomposition
trees of children’s handwritten characters, we use DFS to convert the trees into IDS and use them for the IDS
representation of those handwritten characters.

3.3 Vector Representation
The strokes and IDS representation provide fine-grained insights into the handwritten characters. Nevertheless,
we also need to obtain holistic views of the characters. To this end, we leverage a deep convolutional neural
network to generate the vector representation of each handwritten character. Here we employ DenseNet [23]
as our backbone network for feature extraction from characters in handwritten images. We first train our deep
CNN model on handwritten Chinese character recognition datasets. Then, we convert the children’s handwritten
characters into images and fed the images to our trained CNN model. We extract the output feature vector of the
CNN’s last hidden layer and use it as the vector representation of that handwritten character.

3.4 Multilevel Feature Extraction
With the three representations computed from children’s handwritten characters, we extract multilevel features
for dyslexia prescreening. Table 1 summarizes the multilevel features we extracted from the representations.

At the stroke level, we first identify the additional, omitted, and wrongly written strokes from the unmatched
strokes in the stroke representation. Then, we recognize broken stroke errors where one stroke in the template is
split into several strokes in the handwritten character, as well as joined-up stroke errors where several strokes in
the template are written in one stroke in the handwritten character. It is done by comparing the stroke segments
in the stroke representations. Next, we detect disproportionate spacing and size among matched strokes. To
detect disproportionate spacings, we first compute pairwise centroid distances of each pair of handwritten strokes
and compare them with that of their matched stroke pairs in the template. We consider it as too compact/loose
spacing when the distance is significantly smaller/larger than the template, respectively. Similarly, we detect
disproportionate stroke sizes by computing the pairwise length ratios of each pair of handwritten strokes and
comparing them with that in their matched template. We consider it as undersizing/oversizing when the length
ratio is significantly smaller/larger than the template strokes. Last, we compute the stroke level similarity as the
matched number of strokes divided by the correct number of strokes.
At the radical level, we first identify the additional, omitted, and wrongly written radicals by comparing the

IDS representation with the ground truth. Then, we detect wrong spatial layout of radicals by comparing the
IDCs in the IDS with the ground truth. Last, we compute the radical level similarity as 1 − d where d is the edit
distance between the IDS and the ground truth normalized by the sum of their length.
At the character level, we first compute the coordinates of the whole handwritten character’s bounding box

from the stroke representations. Then, we identify disproportionate character size by comparing the aspect ratio
of the bounding box with that of the template. Next, we detect transposition of the character by computing the
distance between the bounding box centroid and the center of the writing area. Last, we compute the character
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Table 1. Multilevel features and examples, with mistakes in the examples circled out.

Level Description Examples vs. Templates

Stroke Additional strokes 日vs.

Stroke Omitted strokes 月vs.

Stroke Wrong strokes 日vs.

Stroke Broken strokes 日vs.

Stroke Joined-up strokes 日vs.

Stroke Disproportionate stroke spacings 香vs.

Stroke Disproportionate stroke sizes 香vs.

Stroke Stroke level similarity -

Radical Additional radicals 香vs.

Radical Omitted radicals 港vs.

Radical Wrong spatial layouts 品vs.

Radical Radical level similarity -

Character Disproportionate character sizes 月vs.

Character Transposition 春vs.

Character Character level similarity -

level similarity by the cosine similarity between the vector representation of the handwritten character and that
of the template.

4 DYPA DESIGN AND IMPLEMENTATION
Figure 2 shows the overall workflow of our proposed DYPA system. It is composed of a tablet application that is
responsible for interaction with users, along with a server program to complete computation-intensive tasks
including the multilevel Chinese handwriting analysis and the machine learning dyslexia prediction. In this
section, we introduce the design of the DYPA tablet application in Section 4.1, and how dyslexia is predicted by
machine learning in Section 4.2.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 7. Screenshots of DYPA Tablet App.

4.1 DYPA Tablet App
DYPA comprehensively examines children’s literacy and cognitive-linguistic skills for dyslexia prediction through
interactive tests in the DYPA mobile application. As shown in Figure 7, these tests are designed to be cartoonized
games so as to be engaging and friendly for children to play with. There are three forms of tests in DYPA, i.e. the
reading tests, the writing tests, and the multiple choice tests. In a Reading Test (Figure 7(b)), children are supposed
to read a sentence, and the time spent will be recorded. In a Writing Test (Figure 7(c-d)), children are supposed to
write Chinese characters in a square area specified on the touch screen of their tablets, as described in Section 3,
and their writing trajectories and the time spent will be recorded. In aMultiple Choice Test (Figure 7(e-h)), children
are supposed to choose the correct answer by touching the corresponding answer on the touch screen. Their
choice together with their time spent will be recorded.
The test contents are specially designed by our EdPsys considering the characteristics of Chinese dyslexia

to assess children’s cognitive-linguistic skills in terms of reading, writing, phonological, orthographical, and
morphological dimensions [34]. Among them, tests for phonological, orthographical, and morphological skills
are in the form of multiple choice tests. As shown in Table 2, we further categorize the tests into 12 types by the
corresponding skills they examine. Test 1 examines children’s reading fluency. Students are required to read the
sentence displayed on the screen. Tests 2 and 3 are writing tests. In Test 2, students are asked to copy a given
character once, and in Test 3, students are asked to write down the missing character in the 2-character word
they hear. Tests 4-6 examine the phonological sensitivity that students are required to choose the character with
the same onset (Test 4), rime (Test 5), and pronunciation (Test 6) of the character in the given word. Tests 7-10
are orthographical tests. In Test 7, students are asked to distinguish the correct orientation of the given character
from their leftside-right and upside-down reversals as well as rotations. Test 8 requires students to select the
radicals that appear in the given character, and Test 9 requires students to choose the correct character that
matches the given spatial layout. Tests 10-12 examine morphological/semantic awareness. Students are asked
to choose the correct character to be filled into the given word (Test 10) and sentence (Test 11), and choose the
correct word to be filled into the given sentence (Test 12). The choices provided contain similar characters and
words that require children’s semantic awareness to distinguish. Each of these 12 test types contains different
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questions based on different characters and/or words. Children are supposed to complete the tests several times
(Figure 7(a)), during which questions from different test types appear in a random manner.

4.2 Machine Learning Dyslexia Prediction
After the tests, the test data, including time used in each test, correctness of their choices, and the handwriting
data are forwarded to the server for processing. The handwriting data is processed by our multilevel Chinese
handwriting analysis framework for feature extraction and fed into a machine learning classifier together with
other test data, to predict whether a child has a risk of dyslexia or not. In DYPA, we employ XGBoost [14] as the
final machine learning classifier in DYPA. XGBoost is a machine learning algorithm of the gradient boosting
paradigm [19]. It is fast and accurate to solve many classification tasks. Through XGBoost as the machine learning
classifier, we obtain the dyslexia prediction, together with the probability of that prediction that indicates the risk
of dyslexia. These results, together with the children’s test records and features we have extracted, will be sent
to children’s parents, teachers, or corresponding EdPsys. The results can provide advice and reference further
clinical diagnosis, special education needs, and specific therapy if needed.

5 EXPERIMENTAL TRIALS AND ILLUSTRATIVE RESULTS
To evaluate the effectiveness of our proposed DYPA, we conducted experimental trials in Hong Kong, where
students learn to speak Cantonese, a branch of Chinese widely spoken in southern China, and write traditional
Chinese characters in school. In this section, we introduce implementation details of DYPA in Section 5.1, and
our experiment settings in Section 5.2. Then, we discuss the prescreening performance of DYPA in Section 5.3,
and analyze the importance of features extracted in Section 5.4. We further evaluate different machine learning
algorithms to be used in DYPA, as well as the contribution of our multilevel Chinese handwriting analysis
framework for dyslexia prescreening by ablation studies in Section 5.5.

5.1 Implementation Details
In the experimental trials, we designed the test contents in DYPA based on commonly used words and characters
which are supposed to have been taught in kindergarten and early primary school stages in Hong Kong. We
implemented DYPA tablet app on Apple iPad with the iPadOS system.
In the multilevel Chinese handwriting analysis framework in DYPA, we build the TSDNet model for IDS

representation generation following the original configuration [58]. To train this model, we construct a dataset
by selecting 7072 most frequently used traditional Chinese characters1, and randomly split them into train (80%),
valid (5%), and test (15%) subsets. We then generate images of these characters from fonts of Source Han Sans2
and Serif3, and align the images with their corresponding IDS decomposition trees. We train our TSDNet model
on this dataset using the images as input and the IDS decomposition trees as output. The results on the test set
show that our model achieves 90.8% accuracy to precisely translate the given input image into its corresponding
IDS decomposition tree. Meanwhile, we build the deep CNN model for vector representation generation following
the DenseNet-121 configuration [23]. We train the model on the CASIA-HWDB1.0-1.2 dataset for handwritten
Chinese character recognition, using the original dataset split [31]. The results on the test set show that our
model achieves 94.9% accuracy in recognizing handwritten characters in the given images.

1https://humanum.arts.cuhk.edu.hk/Lexis/lexi-can/faq.php
2https://github.com/adobe-fonts/source-han-sans
3https://github.com/adobe-fonts/source-han-serif
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Table 2. Test types in DYPA.

No. Category Test Type Example

1 Reading Sentence reading
人有悲歡離合，月
有陰晴圓缺，此事
古難全。但願人長
久，千里共嬋娟。

2 Writing Character copying 港

3 Writing Character in word dictation 香
/heong1/ /gong2/

4 Phonological Same onset 香
/heong1/

A B

C D 

羊 港
何 行

5 Phonological Same rime 香
/heong1/

A B

C D 

蝦 港
何 向

6 Phonological Homophone 香
/heong1/

A B

C D 

蝦 港
何 羊

7 Orthographical Flip and rotations 香
/heong1/

A B 

C D 

香

香 香

8 Orthographical Radical in character 港
/gong2/

A B 

C D 

灬 氵
口 大

9 Orthographical Spatial layout ⿱ A B 

C D 

香 港
何 羊

10 Morphological Character in word
科___

A B 

C D 

記 機
伎 技

11 Morphological Character in sentence
但願人長 ___，千里共
嬋娟。

A B 

C D 

究 九
久 求

12 Morphological Word in sentence
但願人長久，___ ___
共嬋娟。

A B 

C D 

千里 仟里

仟理 千理
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Table 3. The demographic information of participants.

Grade Gender (Male/Female) Dyslexia (Yes/No)
1 48 / 28 6 / 70
2 42 / 37 16 / 63
3 31 / 21 17 / 35

5.2 Experiment Settings
We conducted our study on Hong Kong primary school students. It was conducted with the oral consent of
each student, oral and written consent of each student’s parents or legal guardians, each student’s teacher,
and the school authorities. We randomly invited students between grade 1 to 3 and eventually recruited 207
from three public primary schools in Hong Kong as our participants. None of them reported any intellectual or
other uncorrected sensory impairments. And all students have taken the local standardized test for dyslexia by
accredited specialists, where 39 of the students were formally diagnosed with dyslexia. In this study, we assume
the diagnosis by accredited specialists was accurate and there were no undiagnosed or misdiagnosed cases in our
data. Detailed distribution of our participants is shown in Table 3. For the writing tests in DYPA, students wrote
with their fingertips on the touch screen. During the experiment period of up to six months, the participants
were required to play DYPA three times under proper guidance to avoid invalid experiment data, and we assume
the associated conditions don’t change over the experiment period. More specifically, each student finished five
reading tests, forty-five multiple choice tests and fifteen writing tests each time. We have introduced the details
of these three test types and the corresponding data we collect for each of them in Section 4.1. Eventually, we
average the relevant scores of all three times as the final input for our classifier.
To quantify the evaluation of our algorithm which solves a binary classification problem, we adopt the

commonly used metrics including accuracy, sensitivity, specificity defined as:

Accuracy =
TP +TN

TP +TN + FP + FN
, (1)

Sensitivity =
TP

TP + FN
, (2)

Speci f icity =
TN

TN + FP
, (3)

where TP, TN, FP, and FN stand for the number of true positive, true negative, false positive, and false negative
cases in the result respectively, as well as area under curve (AUC). We define dyslexic as the positive label
and non-dyslexic as the negative label in our experiments. In this way, sensitivity and specificity reflect the
performance of our method to correctly identify dyslexic children and non-dyslexic children. In addition to the
first three metrics, the receiver operating characteristic (ROC) curve further reveals the prescreening performance
under different discrimination thresholds. We train and evaluate our machine learning classifier in DYPA in a
5-fold cross-validation manner. Data stratification is applied during sampling to balance the ratio of dyslexia and
healthy children in each of the 5 folds.

5.3 Prescreening Performance
Table 4 shows the performance of our proposed DYPA. We also present results of the following screening or
diagnostic systems reported in previous papers for comparison.

• Dytective [43] is a web-based game to identify dyslexia in English, and the results are validated on English-
speaking children.
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Table 4. Comparison of DYPA performance with other dyslexia prescreening approaches in terms of accuracy (Acc), sensitivity
(Sen), specificity (Spe) and area under curve (AUC).

Method Language & Features # of Participants Acc (%) Sen (%) Spe (%) AUC
Dytective [43] English 267 84.62 80.24 85.83 -
MusVis [40] Language-independent 313 74 77 - -
Man Kit Lee et al. [33] Chinese dictation 1015 75.1 68.7 80.2 0.83
DYPA (ours) Chinese reading & writing 207 81.14 74.27 82.71 0.79

Table 5. The number of false positives, false negatives and their corresponding proportions over age and gender.

Grade 1 Grade 2 Grade 3 Male Female
False Positive (Ratio %) 11 (37.93%) 10 (34.48%) 8 (27.59%) 18 (62.07%) 11 (37.93%)
False Negative (Ratio %) 1 (10%) 5 (50%) 4 (40%) 7 (70%) 3 (30%)

• MusVis [40] is a web-based game built with language-independent musical and visual elements for dyslexia
detection. The results are validated on a group of English, German, and Spanish speaking children.

• Man Kit Lee et al. [33] uses manually labeled features from children’s handwritten characters with machine
learning to predict dyslexia. The results are validated on Chinese children.

From the results, we can observe that DYPA reaches a high predictive accuracy of 81.14%, together with good
sensitivity and specificity of 74.27% and 82.71%, respectively. DYPA also achieves a good AUC of 0.79. These
results also show that DYPA does not over-fit to the dataset. DYPA achieves comparable prescreening accuracy
to the system for alphabetic languages by Rello et al. [43], and outperforms the language-independent system by
Rauschenberger et al. [40], which indicates that DYPA can capture Chinese-specific features for accurate dyslexia
prescreening in Chinese. On the other hand, DYPA outperforms the approaches by Man Kit Lee et al. [33] that
using Chinese handwriting features alone, which shows that by DYPA is able to comprehensively consider the
learning deficits in terms of reading and writing to identify dyslexia in Children.

To analyze the prediction error, we list the distribution of mispredicted students over age and gender in Table 5.
The numbers of false positives from grade 1 to grade 3 are comparable to each other. Since there are only six
dyslexia students in grade 1, it is hard to draw any conclusions from the false negatives in grade 1, and the
number in grade 2 and grade 3 are close to the ground truth dyslexia ratio 1 : 1.06. Hence, we believe that age is
not a significant factor of prediction error. When it comes to gender, false positives have a gender ratio of 1.64 : 1
which is close to the ratio 1.41 : 1 for all students. The gender ratio of false negatives, 2.33 : 1, is higher than the
overall ratio, but given the fact that the gender ratio in dyslexia population is around 2 : 1 [11], we believe that
our experiment results do not have a special distribution over gender.

5.4 Feature Importance
To understand how features from different test categories contribute to the identification of dyslexia, we compute
the feature importance for our XGBoost classifier. We choose the impurity-based feature importance [47], which
counts the number of times a specific feature is used for a split. A higher importance indicates that the feature is
more frequently used and thus has more contribution to the classifier. The results are normalized and have a
sum of one. As shown in Figure 8, features from all categories contribute to the prediction, which proves the
effectiveness of the tests and features we designed in DYPA. Among those features, three writing-based features
contribute the most, which reflect the complicated manifestations of Chinese dyslexia in writing. More specifically,
stroke-level and radical-level features have visibly higher importance than character-level features, demonstrating
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Fig. 8. The importance of different features in DYPA.

that the two subcharacter level features are more discriminative between dyslexic and non-dyslexic students.
Among the other features, morphological features are more predictive than phonological features which are
acknowledged to be the most predictive indicator of dyslexia in alphabetic languages. This is consistent with
previous studies on Chinese dyslexia that the importance of phonological sensitivity as an indicator of dyslexia in
Chinese is less than that of alphabetic languages [34]. It also confirms previous studies that reveal the importance
of morphological awareness in Chinese dyslexia [48].

5.5 Ablation Study
We study different choices of machine learning algorithms in DYPA and their influence on prescreening perfor-
mance. The results are shown in Table 6. KNN and MLP suffer from low sensitivity, resulting in a high possibility
of false negatives. Their slightly better accuracy comes at a cost that around 30% of the potential patients could
miss the best period for therapy. Meanwhile, logistic regression and naive Bayes are not satisfying in terms
of specificity, meaning that they are more likely to predict a healthy user as dyslexic. The SVM and XGBoost
algorithms demonstrate good prescreening accuracy as well as a more balanced prescreening ability on both
dyslexic and healthy users rather than in favor of only one group. Thus, we eventually choose XGBoost as the
final classifier in our DYPA system for its slightly higher accuracy over SVM.

To further evaluate the efficacy of the character writing tests and our multilevel Chinese handwriting analysis
framework in a quantitative way, we study the ablations of DYPA by only using a subset of our three-level
handwriting features, namely stroke, radical and character. Their performances and some of the corresponding
ROC curves are shown in Table 4 and Figure 9. First, by removing all three handwriting features from DYPA, the
model suffers a significant accuracy drop by 17.38%. When we consider one of the three features into DYPA, the
prescreening accuracy enjoys at least a 7% rise. As the most important feature type, the stroke level features alone
can bring up the accuracy by more than 10%. This result, together with the feature importance analysis above,
demonstrates the significance of handwriting in Chinese dyslexia prescreening. Among the three variants that
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Table 6. Comparison of different classifiers in DYPA.

Name Accuracy (%) Sensitivity (%) Specificity (%) AUC
Naive Bayes 64.74 97.14 57.09 0.77
Logistic Regression 72.92 97.14 67.20 0.82
KNN 85.01 33.21 96.99 0.65
SVM 77.27 79.64 76.77 0.78
MLP 83.08 48.57 91.05 0.70
XGBoost 81.14 74.27 82.71 0.79

Table 7. Comparison of DYPA performances using different feature sets.

Stroke Radical Character Accuracy (%) Sensitivity (%) Specificity (%) AUC
63.76 51.07 66.67 0.59

✓ 74.89 58.93 78.57 0.69
✓ 70.50 48.93 75.51 0.62

✓ 72.95 58.57 76.17 0.67
✓ ✓ 74.36 59.29 77.93 0.69

✓ ✓ 76.32 68.93 77.97 0.73
✓ ✓ 80.17 68.93 82.71 0.76
✓ ✓ ✓ 81.14 74.27 82.71 0.79

include two of the three feature levels, DYPA w/o radical and DYPA w/o stroke perform significantly worse than
DYPA w/o character, which also echoes with our discussion in Section 5.4 on the importance of subcharacter level
processing in Chinese character writing. Moreover, the combination of stroke features and radical features boosts
the accuracy more significantly than any of these two alone, while this is not observed on all other combinations,
which indicates the strong correlation between these two feature levels.

6 DISCUSSION
Our experimental results demonstrate the satisfying performance of our proposed method to prescreen dyslexia in
Chinese children. Our findings underscore the potential for using consumer-grade tablets to help average Chinese
families and schools to prescreen dyslexia in their children and students in a timely and cost-efficient manner.
However, we should note that DYPA is a prescreening approach instead of a clinical diagnostic approach. The
result of DYPA is not robust enough compared to clinical diagnosis regarding accuracy, sensitivity, and specificity.
And it should never be treated as a substitution for the clinical diagnosis. Instead, we design DYPA to be an
assistive tool for the non-professionals such as parents, teachers, and schools for preliminary and cost-effective
dyslexia prescreening, such that limited professional resources for advising and treatment can be better utilized
and channeled to those at higher risk in a timely manner. While prescreening tools like DYPA can help identify
dyslexic children in a preliminary way, they may also make incorrect predictions that can cause problems to the
children if not handled properly. How to combine prescreening tools like DYPA and clinical diagnosis services
to better identify dyslexic children and avoid potential harm caused need to be further studied considering
the realistic situation and available resources of the children, families, schools, and society. Meanwhile, in our
experiments, we assume no undiagnosed case by accredited specialists in our data. However, due to the diverse
causes and heterogeneous manifestations of dyslexia, as well as different clinical criteria adopted for dyslexia
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Fig. 9. The ROC curve of DYPA using different feature sets.

diagnosis, there can be a considerable amount of dyslexic children to be undiagnosed [5]. It goes beyond the
scope of this study to consider those cases, and we also hope DYPA can assist EdPsys by providing more evidence
in their clinical diagnosis to help avoid those cases.
Furthermore, from the feature importance analysis, we find our writing-related features to be significantly

discriminative for identifying dyslexia in Children, especially at the stroke and the radical level. Unlike alphabetic
languages that emphasize smoothness and continuity in their written forms, strokes in Chinese characters contain
frequent sharp turns, diverse directions, and complex geometric configurations [51]. Writing Chinese characters
demands visual discrimination of the subtle differences in the form, position, and proportion of strokes, which
causes difficulties for children with dyslexia. Meanwhile, most Chinese compound characters are composed
of phonetic and semantic radicals, which map onto the rime of a syllable and the meaning of a character by
certain regularities. However, these regularities are less predictable than the pronunciation of letters and words
in alphabetic languages, since different compositions, proportions and orientations of the radicals in Chinese
characters can form different characters and carry totally different meanings and pronunciations [12]. These
unique logographic and morphosyllabic features of Chinese necessitate visual, phonetic, and orthographic skills,
which are associated with Chinese character acquisition among children with and without dyslexia. On this
premise, it is worthwhile to explore applying our multilevel character analysis framework to other writing systems
such as Japanese and Korean that employ similar logographic features. In summary, our result is consistent with
theoretical researches on dyslexia in Chinese and provides new evidence and observations for the diagnosis and
screening of Children with dyslexia.
In DYPA reading tests, we only consider the time spent by children to read a sentence. Although recent

development in deep learning and speech recognition makes it possible for us to recognize and analyze speech
signals, it is still unclear how to effectively incorporate the speech signals for dyslexia prescreening. It is worth
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investigating more speech-related features using deep learning based speech recognition technologies to help
dyslexia prescreening.
In our proposed multilevel character analysis framework, we use stroke matching, pretrained TSDNet, and

pretrained CNN for representation and feature extraction. Regarding the sequential stroke-by-stroke writing
process of Chinese characters, it would also be good to consider a combination of CNN and sequence models like
recurrent neural networks (RNNs) and Transformers to directly extract multilevel features. However, training a
deep learning model of this kind for dyslexia related analysis may require much more dyslexia related data than we
are able to collect in this study. Therefore, we adopt the current design that the TSDNet and CNN can be pretrained
on available public datasets for feature extraction. Meanwhile, our experimental results demonstrate that our
design also achieves a satisfying performance. With more data available, it would be promising to experiment the
combination of CNNs and sequence models in the future. Meanwhile, despite the fact that we combine machine
learning and deep learning to automate the data processing and dyslexia prediction so as to avoid human expertise
involved, one limitation of our proposed DYPA is that the machine learning dyslexia classifier needs to be trained
on a manually labeled dataset. The collection of this dataset may be considerably labor-intensive, and the labeling
may require the expertise of educational psychologists. After the construction of the labeled dataset and the
training of machine learning dyslexia classifier, DYPA can work in an automated way for dyslexia prescreening.
It is worthwhile to explore combining crowdsourcing or unsupervised learning technologies to further lessen
this effort. Meanwhile, since DYPA is used by young children, it is totally possible that they do not take the
tests properly and thus produce invalid data such as unfinished tests or messy handwritings which invalidate
the screening results. Therefore, it is important to have them accompanied by their parents or teachers when
playing with DYPA to provide proper guidance. It is also worthwhile to leverage human-computer interaction
and human-AI collaboration technologies to improve the game design and game process, so as to ensure a more
smooth, friendly, and engaging test experience for children, and also avoid invalid input data.
We note that some high performance tablets are already able to handle locally computation-intensive tasks

in DYPA, including data processing, feature extraction, and classification based on machine learning and deep
learning. And keeping the test data locally is a better practice to protect user privacy. However, our current DYPA
system still relies on the server to complete these tasks. This is to relax the requirements of computing power of
the tablets that DYPA can run on, such that DYPA can be more accessible and cost-effective to people in need.
We leave it as our future work to improve the computation efficiency of algorithms (e.g. [13, 21]) in DYPA so as
to make it compatible with more mobile devices.

7 CONCLUSION
In this paper, we focus on the computer-assisted dyslexia prescreening in Chinese children. We propose DYPA,
a novel dyslexia prescreening mobile application for Chinese children. DYPA collects multimodal data from
children through a set of specially designed interactive reading and writing tests in Chinese, and comprehensively
analyzes their cognitive-linguistic skills with machine learning. To better account for the dyslexia-associated
features in handwritten characters, DYPA employs a deep learning based multilevel Chinese handwriting analysis
framework to extract features across the stroke, radical and character levels. Experimental results on students
with and without dyslexia from Hong Kong demonstrate good predictive accuracy of DYPA to be 81.14%, with
sensitivity and specificity to be 74.27% and 82.71%. Results also prove the efficacy of our multilevel Chinese
handwriting analysis framework. Future directions of this work may include the extension of the proposed
approach to other ideographic languages such as the Japanese and Korean languages, which may share the same
characteristics with Chinese in terms of dyslexia, as well as exploring speech-related features with deep learning
based speech recognition technologies to help dyslexia prescreening.
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