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Abstract—In order to cost-effectively accommodate a large number of titles in a video system, a hierarchical storage system can be

used. In this system, not-so-popular video files are stored in a tertiary level such as a disk/tape library. These files are transferred, or

“staged,” to a secondary level composed of magnetic disks before being streamed to the users. This system overcomes the current

limitations in using disk/tape libraries to stream videos and resolves the bandwidth difference between staging and streaming. In this

paper, we present, via analysis, a model of the system and determine the minimum storage and bandwidth required, at each level, to

meet a given user delay goal. We also analyze a number of system operations pertaining to whether or not a file is played while it is

being staged (i.e., stage-streaming) and whether or not the displayed segments are deleted (i.e., trail-deletion). We show that stage-

streaming and trail-deletion can achieve substantially lower bandwidth and storage requirements. In order to further increase the

streaming and storage scalability, a distributed storage system can be used where multiple local servers are put close to user pools

and get their files from one of the libraries through a network. We extend the models developed to such a system and specify the

resource requirements to meet a given delay goal.

Index Terms—Hierarchical storage systems, video services, tertiary and secondary levels, distributed storage systems, staging and

replacement policies, user delay goal.
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1 INTRODUCTION

ON-DEMAND video services encompass many important
applications pertaining to entertainment, information,

and education, such as movie-on-demand, news-on-de-
mand, distance learning, etc. [1], [2], [3], [4]. In order to offer
a wide variety of programs, a video system must
accommodate a large number of video titles in a cost-
effective manner.

Traditionally, magnetic disks have been used in video

servers to stream videos because of their high throughput,

low access latency, and random data access. This is the

main reason why most of the previously proposed

commercial video servers are based on magnetic disks [5],

[6], [7], [8], [9]. Much research has been done regarding how

to layout/stripe and access video data on disks in order to

multiplex as many concurrent requests as possible and to

achieve a certain level of fault tolerance. However, magnetic

disks are still not cost-effective to store a large volume of

video files due to their relatively high cost.
On the other hand, low-cost tertiary storage commonly

known as library or “jukebox” is designed for mass storage

in excess of terabytes. However, due to their relatively long

access latency, tertiary systems are not yet suitable for video

streaming. Therefore, a cost-effective approach is to make

use of a hierarchical storage system consisting of a tertiary

level and a secondary level. In this system, the tertiary

storage stores all video files which are dynamically
transferred or “staged” onto the secondary level for
streaming according to user demand. This caching opera-
tion also resolves the mismatch between the drive band-
width in the tertiary storage and the streaming rate of the
videos, at the expense of some disk bandwidth due to
staging.

Such a hierarchical system is attractive if many titles are
not very popular because, in this case, the secondary
storage space can be effectively shared among the titles.
This is particularly true for video-on-demand systems,
where the probability of a movie being accessed has been
observed to match a Zipf distribution [10], [11]. That is, if Pi
is the access probability of movie i, then Pi / 1=i� , where �
is approximately 0.78 based on real video rental data. We
show in Fig. 1 the typical distribution of Pi for a movie store
of 600 movies. The access probability drops very fast,
indicating only a small fraction of movies (about 20 percent)
are popular. There is a rather long “flat” tail, showing that
most of the movies are of low but rather uniform
popularity. Because there are only a few popular movies,1

it is justified to always keep them online in the secondary
level so that they can be accessed with low delay and many
requests can share a stream by means of multicasting and
broadcasting techniques (see, for example, [12], [13], [14],
[15], [16], [17] and references therein). The disk space at the
secondary level can hence be partitioned into two parts: the
part storing those popular movies and the part for staging
the not-so-popular ones. In the remainder of this paper, we
will consider only the part for staging and those many but
not-so-popular movie archives. Obviously, the movies we
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1. In this study, we refer to a “movie” as a video of reasonably long
duration, say 30 minutes or more, so that a user would not mind being
delayed by a few minutes before viewing the video.
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focus on are those with the average number of concurrent
users being less than one (i.e., no multicasting or broad-
casting gain) so that the secondary storage space can be
shared among the large pool of movies. For example, by
again referencing Fig. 1. If the total arrival rate is 100
requests/hour and the movies are 90 minutes long, after
some simple calculation, we may keep about 100 movies
“online.” In this way, the remaining 500 “offline” movies
would have an aggregate request rate of 41 req/hr, with the
average number of concurrent users in each of the movies
being less than 1.2

For the offline movies, users may experience a delay due
to queuing and file transfer. Therefore, a hierarchical
storage system should be designed to meet a certain start-
up delay goal. We present several system operations for the
system based on file-by-file staging (file-by-file staging
incurs fewer exchange overheads in the tertiary level when
compared with block-by-block staging, where video blocks
of different requests are staged in a multiplexed, round-
robin manner [18]). These operations offer different degrees
of user interactivity. If a system is to be designed for fully
interactive applications where a user can interact with the
displaying video from its beginning to end, movies must be
completely staged before playback commences. For appli-
cations which do not require full user interactivity, a movie
may be displayed while it is being staged (termed “stage-
streaming” as discussed in [19], [18]) and the portion of the
movie that has already been displayed may even be deleted
(“trail-deletion”) so as to reduce the storage requirement in
the secondary level. In this paper, we address and compare,
via modeling and analysis, the storage and bandwidth
requirements in each level of the storage hierarchy using
these staging mechanisms, given a certain user delay goal.

In order to further increase the storage scalability, a
distributed storage system can be used, where a number of
local servers are connected to a number of tertiary libraries
in which files are stored. The local servers are placed close

to the users to stream videos. They access movies from the
libraries over a network or a switch. We show how our
models can be extended to this case to dimension system
parameters, in terms of the storage and bandwidth required
in each level, to meet a certain user delay goal.

Our contributions are as follows: 1) We present an
efficient method, via modeling, for choosing appropriate
system parameters to meet a given user delay requirement;
2) we analyze and evaluate a number of system operations;
and 3) we extend the models to design a distributed storage
system. In modeling the system, our intent is not to
introduce new mathematical techniques, but to make use
of commonly known analytic/mathematical ones. Note that
we are interested in determining the minimum requirements
in bandwidths and storage to meet a delay goal. As disk
performance and cost continue to improve every year, the
actual values to use depends on the cost benefit of a
hierarchical storage system. This issue has been investi-
gated in [20], [21], [22], [23], [24].

Note that designing a hierarchical storage system is a
two-step process. In the first step, we specify the minimum
required delivery bandwidth and storage in each level. To
meet these specifications, practitioners must follow up in
the second step by designing, in detail, the respective level
in terms of, for example, how data blocks are laid out and
accessed in tapes and disks, and the scheduling of the disk
arms and robotic arms. This paper focuses on the first step.
Regarding the second step, there has been extensive
research on designing the individual levels in isolation. Data
layout and access issues in disk-based video servers have
been reported in, for example, [25], [26], [27], [28], [29], [30],
[31], [32], [33], [34], [35]. Data layout for tertiary storage
systems has been studied in [36], [37], [38]. We complement
these bodies of work by considering a hierarchical storage
system in which the two levels interact with each other.

Some other work on hierarchical storage systems
includes the software design aspect [39], [40], [41], [42]
and its admission control and user blocking performance
[43], [44], [45]. Most of this work considers using the tertiary
level to directly stream videos to the users, while ours
considers the case where the tertiary drives cannot be used
for video streaming (as for today’s technology) and, hence,
disks are used to resolve the bandwidth difference between
tertiary staging and video streaming. As opposed to
previous work in [46], [47], [48], [49], [50], we consider the
interaction between the levels or dimensioning the system
parameters to meet a certain user delay goal. Merchant et al.
consider block-by-block staging in a hierarchical storage
system [51], while we study file-by-file staging and
distributed storage systems here. Though the hierarchical
storage system appears to be similar to the traditional disk-
memory caching system, previous work on disk-memory
caching cannot be directly applied here. This is mainly due
to the unique sequential access characteristics of video
applications, which leads to some new operational varia-
tions (such as trail-deletion and stage-streaming) that are
not possible in traditional caching systems.

This paper is organized as follows: In Section 2, we
present the model, design framework, and some design
examples of a baseline hierarchical storage for interactive
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2. The hottest one among the 500 offline movies has arrival rate around
100� 2� 10ÿ3 ¼ 0:2 req/hr. Given that the holding time is 90 minutes, the
average number of concurrent users for the movie is 0:2� 90=60 ¼ 0:3,
which is less than 1.

Fig. 1. The access probability of a video store of 600 movies (� ¼ 0:78).



applications. In Section 3, we analyze and evaluate a
number of system operations so as to offer different levels
of user interactivity. In Section 4, we extend the models
developed to address the design issues of distributed
storage systems. We conclude in Section 5.

2 ANALYTIC MODEL AND DIMENSIONING OF A

BASELINE HIERARCHICAL STORAGE SYSTEM

In this section, we first describe the operation of a simple
baseline hierarchical storage system. Since the design of the
system involves multiple parameters pertaining to storage
and bandwidth, we have used analysis to facilitate the
process. After presenting the model for the system, we
show some illustrative design examples. Table 1 lists some
of the important symbols used in the paper.

2.1 The Operation of a Baseline Hierarchical
System

The baseline hierarchical storage system is composed of a
single tertiary library and a secondary level. The secondary
storage level consists of disks and has a certain aggregate
effective bandwidth, B2 MB/s, which can be either
“partitioned” or “shared” between staging and streaming,
depending on whether or not a certain amount of
bandwidth is permanently set aside for staging or stream-
ing purpose. (“Effective” bandwidth refers to net data
delivery rate after taking into account the access overheads
and scheduling policies.) The level has a limited storage
capacity C2 in MB. This abstraction of secondary level is
reasonable given that video servers nowadays comes with a
certain maximum number of streams and a certain storage
capacity.

The tertiary storage system has many removable storage

media such as optical disks or tapes and N
ð3Þ
dr number of

drives, where N
ð3Þ
dr typically ranges from 1 to 16. Each drive

has a certain effective delivery bandwidth b3 MB/min;

hence, the maximum bandwidth the tertiary storage level

can deliver at any time is given by B3 ¼ b3N
ð3Þ
dr . Typically,

B3 � B2. The tertiary drives can be operated independently,

in which case, multiple requests can be served at the same

time. They can also be configured as if they form a single

drive by means of striping, in which case, only a single

request is served at any one time with rate B3 (we define

N
ð3Þ
dr ¼ 1 in this case).
In the baseline system, videos are displayed after they

are completely staged and no portion of the videos can be
deleted while they are being displayed. In this way, users
can have full freedom in interacting with the videos.
Variations in the system operation and their analysis and
comparisons will be addressed in later sections.

As mentioned before, we only consider the set of not-so-

popular movies, which are stored in the tertiary level; let

the number of such movies be Nv. We define an arrival as a

hit if it requests a video that has already been staged to

secondary storage and, hence, is ready to be streamed;

otherwise, it is a miss. Let Dst, D
Hit
st , and DMiss be the start-

up delay of a random user, of a hit, and of a miss,

respectively, and let Dst, D
Hit

st , and D
Miss

be their respective

averages. Since all movies must be staged to secondary

storage before they are displayed, the start-up delay of a

miss on arrival is given by DMiss þDHit
st . Therefore,

Dst ¼ �2D
Hit

st þ �3 D
Miss þDHit

st

� �
¼ DHit

st þ �3D
Miss

;
ð1Þ

where �2 is the hit rate at arrival and �3 � 1ÿ �2 is the
miss rate.

We design a hierarchical storage system operating under

a certain “target” arrival rate �0. In reality, �0 may be the

maximum arrival rate that the server is designed for. The

case of interest is 1� �0Th � Nv, where Th is the average

holding time of the users in the system. We want to find C2,

B2, and B3 so as to meet a certain (low) user delay

requirement, such as Dst � D̂D (average delay requirement),

D
Miss � D̂DMiss (statistical delay guarantee for misses), or

P ðDst > D̂DÞ � " (statistical delay guarantee).
We further note that, since the parameters C2, B2, and B3

can be traded off with each other, there are many sets of
values to meet the delay requirement. Specific values can be
chosen with some additional constraints such as: 1) if there
is a cost associated with each set of parameters and the total
cost of the system is to be minimized, 2) given today’s
technology, some sets may be feasible while some others
may not, e.g., a disk may come with a certain storage and
bandwidth and, hence, C2 and B2 must be related
accordingly (this has been studied in [52]), or 3) there is a
“knee” in the trade off curve, making this set a likely design
choice. We will adopt this in our design. We next present
our analytic model, which is later validated by simulation.

2.2 Analytic Model

Regarding user requests, we assume, as in other literature, a
large population and that requests arrive according to a
Poisson process with rate� req/min; the design point is hence
given by � ¼ �0. All users are admitted and they wait until
their videos are displayed. Each stream is held for a certain
holding time; for the sake of simplicity, we consider it to be a
constant Th minutes. The streaming rate is b0 MB/min for all
movies at all times.3 The maximum number of concurrent
streams in the secondary level is therefore s2 ¼ bB2=b0c. We
also consider that video files are of the same size Cf MB;
therefore, the maximum number of files that can be stored
in the secondary level is N2 ¼ C2=Cf . Note that, since users
may interact with the videos, Cf is not necessarily equal to
b0Th. We further let

N3 ¼4 Nv ÿN2 ð2Þ

be the number of video files that cannot be held by the
secondary storage.

We show in Fig. 2 a model of the hierarchical storage
system. Each arrival independently chooses movie i with
probability pi, where 1 � i � Nv and

P
i pi ¼ 1. All the hits

are put into a hit queue waiting for available streams. If a
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3. Using simulations, we find that the performance does not change
much if arbitrary distributions for holding times and streaming rates are
used.



request is a miss, it joins the staging-movie queue, which

stages the movies according to First-Come-First-Served.

Note that, in addition to the staging time, misses may have

to wait for some storage space in the secondary level to be

available before staging can begin and, hence, the gate

corresponding to the waiting time for a “deletable” file in

the figure. We use Least-Recently-Used (LRU) as our file

replacement policy. Once a file is completely staged, the

miss(es) corresponding to the movie becomes hit(s) and join

the hit queue. Given the above system model and a user

delay goal, the problem is to determine the parameters B2,

C2, and B3.
We begin by specifying B2, which is used for streaming

and staging. Since each user holds a stream forTh minutes, for

stability we must have s2 � �0Th. Writing s2 ¼ �0Th þ n2,

where n2 � 0, we plot in Fig. 3 the average waiting time for

a stream against n2, based on simulating the secondary level

as an M=D queue. We see that n2 can be very small, in the

range of

n2 � 8-18; ð3Þ

to achieve virtually no waiting. Therefore, we need

B2 � ð�0Th þ n2Þb0 ð4Þ

for streaming purposes.
Since the bandwidth in the secondary level is also used

for file staging, we need to add B3 to it. If B2 is partitioned

between staging and streaming, the total B2 required is
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B2 ¼ ð�0Th þ n2Þb0 þB3: ð5Þ

Even if the bandwidth is shared, the required B2 is still
roughly the same, as B3 is typically well-utilized (with
utilization � 0:6 from simulation and analysis).

We next obtain the minimum C2 required so that the
misses do not experience additional delay due to a lack of
storage space. We call this waiting for a deletable file. Note
that each request holds a storage space of Cf for a time
Th þ Tstg (because concurrent access to the same file is not
likely given our assumption), where Tstg is the staging time
of a file given by Cf=B3. Typically, Tstg � Th and, hence, on
average, �0Th concurrent files are open for streaming.
Therefore, we can use the same argument of obtaining B2

above to obtain the minimum storage requirement, i.e.,

C2 ¼ ð�0Th þ n2ÞCf: ð6Þ

Note that if one uses n2 and, hence, the C2 and B2, specified
above, the hit delay would be negligible and, hence, we can
approximate the average delay for all users Dst in (1) as

Dst ’ �3D
Miss

; ð7Þ

i.e., user delay is mainly due to misses.
What remains is B3, which is obtained by designing the

tertiary subsystem to meet the user delay requirement. The
arrival process to the tertiary level is Poisson with rate

�3 ¼
4
�3�; ð8Þ

where, for uniform video popularity,

�3 ¼ 1ÿN2=Nv: ð9Þ

Due to uniform file size, the tertiary subsystem can be
modeled as an M=D=N

ð3Þ
dr system with service time 1=�3

given by

1

�3
¼ Cf
b3
: ð10Þ

For simplicity, we will use an M=M model. As compared to
the actual M=D case, the performance obtained this way is,
hence, slightly pessimistic.

As shown above, the user delay distribution in the
hierarchical storage system depends on the delay perfor-
mance of the tertiary level. The delay distribution of an
M/D or M/M system is well-known in the literature. For
concreteness and as an example, we will consider average
delay requirement in the following. Given an overall
average delay requirement D̂D, the miss delay requirement,
D̂DMiss, can be obtained as

D̂DMiss ’ D̂D=�3: ð11Þ

Given D̂DMiss, we numerically solve for �3 of the following
equation:

D̂DMiss ¼ 1

�3
þ PQ

Ndr
ð3Þ�3 ÿ �3

; ð12Þ

where PQ is the well-known probability of queuing in the
tertiary level and is a function of �3 (see, for example, [53]
for its expression). With �3, the required B3 is then given by

B3 ¼ N ð3Þdr Cf�3: ð13Þ

For the special case when N
ð3Þ
dr ¼ 1, we have PQ ¼ �3=�3

and, hence,

B3 N
ð3Þ
dr ¼ 1

� �
¼ Cf �3 þ

�3

D̂D

� �
: ð14Þ

The design for nonuniform popularity follows the same
procedure as above, except that the expression of �3 is
different. We assume that the distribution of the movie
popularity can be characterized by multiple popularity
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Fig. 2. A model for the hierarchical storage system.

Fig. 3. Average waiting time for a stream versus n2, given �0Th.



classes, within each of which all videos are equally likely to

be requested. Let A be the number of popularity classes,

each of which containing Nv;a videos, where 1 � a � A. The

total number of videos is hence given by Nv ¼
PA

a¼1 Nv;a.

Let Pa be the probability of a random arrival choosing

popularity class a, where
P

a Pa ¼ 1. The request rate for

each class is hence given by �a ¼ Pa�. Further, let the

popularity of the ith movie in class a be pi;a ¼ Pa=Nv;a, for

1 � i � Nv;a. Because the extra n2 space in the secondary

level is shared among the popularity classes, the hit

probability for class a can be estimated as

�2;a ¼ ð�aTh þ Pan2Þ=Nv;a: ð15Þ

Therefore,

�3 ¼
XA
a¼1

Pað1ÿ �2;aÞ: ð16Þ

The design procedure of hierarchical storage systems can

be summarized as follows:

1. Obtain the minimum C2 using (6).
2. Given C2, find �3 by means of (9) and (16) for

uniform and nonuniform popularity, respectively.
3. After solving numerically for �3 in (12), obtain the

minimum B3 using (13). The special case of N
ð3Þ
dr ¼ 1

can be obtained directly using (14).
4. Determine the minimum B2 with (5).

2.3 Illustrative Design Examples

We next present some design examples given the user

delay requirement Dst � D̂D. Since video files have to be

completely staged before they are displayed, it is important

to keep the staging time as short as possible. It is well-

known in queuing systems that a single “big” server

achieves lower total system time than multiple “small”

servers. Therefore, the drive bandwidth in the tertiary level

for such interactive applications should be used in parallel,

i.e., N
ð3Þ
dr ¼ 1.

We first consider uniform video popularity. Table 2

shows the design of a hierarchical server satisfying D̂D ¼ 2

minutes, given a certain target arrival rate �0 for a medium-

size system with Nv ¼ 500 and a large-size system with

Nv ¼ 5; 000 (Cf ¼ 1 GB, Th ¼ 1:5 hr, b0 ¼ 1:5 Mb/s, N
ð3Þ
dr ¼ 1,

n2 ¼ 15).
We see that the required C2 is much less than NvCf ,

showing that the hierarchical storage system greatly
reduces the system storage cost (only about 10-20 percent
of the total storage is needed in the secondary level). There
is also an “economy of scale” in terms of the bandwidth
required—higher �0 does not lead to proportionally higher
bandwidth requirement. For Nv ¼ 500, the utilization of B3

and B2 for �0 ¼ 20 req/hr are 0.4 and 0.51, respectively,
while that of �0 ¼ 50 req/hr are 0.69 and 0.8, respectively.
These utilizations are reasonable given our relatively low
delay requirement. Note that, as Nv increases, the system
requirements do not increase proportionally. This is the
advantage of a hierarchical storage system: It makes use of
the low-cost tertiary level for storage and the high-
performance secondary level for streaming. We reempha-
size that the storage requirements specified here are for the
set of not-so-popular movies. This storage is in addition to
those popular movies being stored online. We note that,
with a higher b0, both the secondary and tertiary bandwidth
requirements would be proportionally higher as we are
dealing with a system with higher throughput and larger
file size.

We show in Fig. 4 the system performance with Nv ¼ 500
using the parameters specified in configurations I and II of
Table 2 by means of simulation, with B2 shared between
staging and streaming. The delay at �0 is, as expected,
slightly lower than D̂D because we have used the simpler and
slightly pessimistic M=M model. Though the server
satisfies the delay requirement at �0, the delay increases
rapidly when the arrival rate is more than �0. This is
because we have designed our system at the “trade off
knee.” This is because we size our parameters just enough
to meet the delay goal at the design point. When the arrival
rate increases beyond the point, the system runs out of
resources. There is no longer enough secondary storage
and, hence, the waiting time for a deletable file increases. As
each user stays in the system longer, the queue quickly
builds up, leading to high delay. Since the deployed servers
can be used at rates different from what they were designed
for, the figure shows that it is important to consider the
maximum arrival rate in order to prevent unacceptable
delay should the arrival rate increase. It also indicates the
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TABLE 2
System Parameters Required to Achieve D̂D ¼ 2 Minutes

Cf ¼ 1 GB, b0 ¼ 1:5 Mbit/s, Th ¼ 90 minutes, N
ð3Þ
dr ¼ 1, n2 ¼ 15.



importance of admission control for arrival rate beyond the
design point �0.

To validate our model based on nonuniform popularity
as given by Fig. 1 in Section 1, we assume that the least
popular Nv ¼ 500 movies are stored offline. We approx-
imate the distribution as uniform and, hence, use config-
uration II given in Table 2. In Fig. 5, we show the simulation
result of this set of 500 movies. The delay requirement is
met, showing that, in reality, we do not need to know the
exact popularity distribution before designing the system,
i.e., the performance of the system is not sensitive to the
distribution.

We end this section by considering the case of nonuni-
form video popularity, with D̂D ¼ 2 minutes and A ¼ 3
popularity classes. The class popularities are P1 ¼ 0:05
(unpopular archives), P2 ¼ 0:25, and P3 ¼ 0:7 (more popu-
lar archives). For Nv ¼ 500, the number of movies in each
class is Nv;1 ¼ 150, Nv;2 ¼ 200, and Nv;3 ¼ 150, respectively,

while, for Nv ¼ 5; 000, the number of movies in each class is
Nv;1 ¼ 1; 500, Nv;2 ¼ 2; 000, and Nv;3 ¼ 1; 500, respectively.
Table 3 shows the bandwidth and storage requirements. For
Nv ¼ 500, the utilization of B2 is given by 0.51 and 0.74 for
�0 ¼ 20/hr and 50/hr, respectively. This is again reason-
able given our low user delay requirement. Note that the
requirements in Table 3 are slightly lower than that of the
uniform popularity case (see Table 2). This is expected
because the miss rate �3 in this example is only slightly
lower. We again see that, as the number of movies
increases, the resources do not need to be increased
substantially. As compared to Table 2, the system require-
ments for nonuniform popularity is slightly lower. Given
the little difference between the uniform and nonuniform
cases, we may design a hierarchical storage system using
uniform popularity, i.e., the exact knowledge of the
popularity distribution is not strictly required. If the actual
popularity turns out to be nonuniform, the performance of
the system would be better.

3 VARIATIONS IN SYSTEM OPERATION

So far, we have considered that a video is displayed after it
is completely staged. To decrease the start-up delay, a video
can be displayed while it is being staged; this is called stage-
streaming. Since a file is displayed while it is being staged,
the system will be less interactive until the file is completely
staged. So far, we have also considered keeping the
displayed portion of a video. To reduce the secondary
storage requirement, we may “delete the trail” by keeping
only the portion which is to be played later; in this case, the
user cannot rewind the video. This trail-deletion saves
storage at the cost of some user interactivity. In this section,
we analyze and compare these operations.

3.1 Scheme Analysis

We first analyze stage-streaming without trail-deletion.
For continuity, the data staging rate data must be at least
equal to the data streaming rate, i.e., b3 � b0. If the
staging rate is higher than the streaming rate, eventually
the whole file would be staged before the video finishes.
Arrivals finding their movies being or completely staged
would enjoy no delay.

To specify the system requirements, we first note that the
minimum C2 is the same as that of complete staging before
display (i.e., (6)) and B2 ¼ ð�0Th þ n2Þb0 þB3 as before.
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Fig. 4. Server performance with a design satisfying D̂D ¼ 2 minutes at

�0 ¼ 20 req/hr or �0 ¼ 50 req/hr (Nv ¼ 500, Cf ¼ 1 GB, b0 ¼ 1:5 Mb/s,

Th ¼ 90 minutes, N
ð3Þ
dr ¼ 1, and n2 ¼ 15).

Fig. 5. The case with nonuniform video popularity approximated as

uniform.

TABLE 3
System Requirements to Achieve D̂D ¼ 2 Minutes

with A ¼ 3 Popularity Classes

Cf ¼ 1 GB, b0 ¼ 1:5 Mbits/s, Th ¼ 90 minutes, N
ð3Þ
dr ¼ 1, and n2 ¼ 15.



Since misses suffer only queuing, as opposed to system,

delay in the tertiary level, b3 can be chosen to meet such

delay requirement given our M=M=N
ð3Þ
dr approximation.

Therefore, the only difference between this scheme and

“complete staging before display” is the reduction in B3

and, hence, accordingly B2.
We next consider stage-streaming with trail deletion. The

required secondary storage space can be very low if the

staging bandwidth for a video file is comparable to its

streaming bandwidth. Since portions of video files are

deleted once they are displayed, all requests would be

misses; i.e.,

�3 ¼ �0: ð17Þ

Due to the higher miss rate, the required B3 to meet a delay

goal with trail-deletion would be slightly higher than

without. In other words, trail deletion trades off the

reduction in C2 with B3 and, accordingly, B2, which is

equal to ð�0Th þ n2Þb0 þB3.
The storage requirement of the secondary level can be

found as follows. We show in Fig. 6 the storage occupied for

a video file against time. Its storage requirement first

increases with a rate ðb3 ÿ b0Þ for a time Cf=b3 and then

decreases with the consumption rate b0 for a period

ð1ÿ b0=b3ÞTh. The maximum storage space occupied by a

file is

Cmax ¼ 1ÿ b0

b3

� �
Cf: ð18Þ

Note that the total secondary storage required at any

time t is the aggregate sum of the storage of all open files at

that time. To obtain the required C2, observe that the “start-

of-staging” process corresponds to the service-entrance

process in the tertiary level, which is an M=D=N
ð3Þ
dr queue.

By comparing the distributions using simulation, we find

that such a process can be approximated by Poisson [54].

The storage requirement at time t is hence the sum of the

storage of all the open files within the time interval

½tÿ Th; t�. Given a start-of-staging event within this interval,

the time of its occurrence, Ts, is uniformly distributed

within the range. If C is the storage space of an open file at

time t, then

P ðC � cÞ ¼

P Ts 2 tÿ c

b3 ÿ b0
; t

� �[
Ts 2 tÿ Th; tÿ Th þ

c

b0

� �� �
¼ c

ðb3 ÿ b0ÞTh
þ c

b0Th

¼ c

Cmax
:

ð19Þ

Therefore, given a staging event in ½tÿ Th; t�, the storage
requirement of the video file at time t is uniformly
distributed between 0 and Cmax.

Let X be the total secondary storage space required at

any time t. Then, X ¼
PN

i¼1 Ci; , where Ci � U½0; Cmax� is the

storage for the ith opened file and N is the random number

of files opened at that time, which is a Poisson distribution.

For reasonably large N , say N � 5, by central limit theorem,

we have 1
N X j N � Nð

Cmax
2 ;

C2
max

12N Þ, where Nð�; �2Þ is a

Gaussian distribution with mean � and variance �2.

Therefore, if C2 is the secondary storage capacity, the

probability of running out of storage space is given by, after

conditional on N ,

P ðX � C2Þ ¼
X1
n¼1

P
Xn
i¼1

Ci � C2 j N ¼ n
 !

P ðN ¼ nÞ

�
X1
n¼1

1ÿ �
C2=Cmax ÿ n=2ffiffiffiffiffiffiffiffiffiffiffi

n=12
p !( )

ð�0ThÞn

n!
eÿ�0Th ;

ð20Þ

where �ðxÞ ¼4 1ffiffiffiffi
2�
p
R x
ÿ1 e

ÿ�2=2d� is the cumulative normal

distribution function. In general, P ðX � C2Þ should be kept

low (say, � 10ÿ3).

3.2 Illustrative Examples and Comparisons

In this section, we show some illustrative examples with
average delay requirement and uniform video popularity.
As shown in the previous section, the performance for
nonuniform popularity is similar. We first consider stage-
streaming without trail deletion. As opposed to the case of
“complete staging before display,” where all tertiary drives
should be used in parallel to stage a file, the tertiary drives
in the stage-streaming operation should be used indepen-
dently in order to reduce the bandwidth requirement. This
is because the misses experience only the queuing delay in
the tertiary level. In Fig. 7, we compare B3 required for
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Fig. 6. Storage requirement of a video file for trail-deletion as a function of time. The total storage requirement at a time is the sum of the storage at

that time.



“stage-streaming” and “complete staging before display” as
a function of �0, given N

ð3Þ
dr (D̂D ¼ 1 minute, Nv ¼ 500,

Cf ¼ 1 GB, b0 ¼ 1:5 Mb/s, and Th ¼ 90 minutes). Stage-
streaming achieves a much lower bandwidth requirement
and performs the best with independent tertiary drives. We
note in passing that, given D̂D, the difference in system
requirements between the two staging schemes decreases
with increasing D̂D (not shown). This is because, while
queuing delay at the tertiary level is what users experience
in stage-streaming, queuing delay plus staging time is the
user delay experienced for “complete staging before dis-
play.” As D̂D increases, queuing delay at the tertiary level
constitutes more and more of the total user delay, therefore
narrowing the difference between the two schemes.

Let’s now consider trail-deletion with stage-streaming. In
Fig. 8, we compare the required B3 with and without trail

deletion (D̂D ¼ 1 minute and N
ð3Þ
dr ¼ 12). Without trail-dele-

tion, due to the increase in C2, the hit rate increases slowly
with �0. Therefore, B3 increases sublinearly with �0. How-
ever, with trail deletion, all requests are misses and, hence,B3

increases with a faster rate as �0 increases. Trail deletion
hence trades off B3 against C2. This is shown in Fig. 9, where
we plot the probability of running out of secondary storage
against C2=Cmax (20), given �0 (Th ¼ 1:5 hour). In order to
keep the probability of running out of storage low, say 10ÿ2-
10ÿ4, we need C2 ¼ �ð�0ThÞCmax ¼ ð��0ThÞð1ÿ b0=b3ÞCf; ,
where � ’ 0:7-1. We see that, depending on the relative
ratio between b0 and b3, substantial storage reduction is
possible as compared to the case of not using trail-deletion,
which requires storage � �0ThCf .

4 A DISTRIBUTED STORAGE SYSTEM

In this section, we consider the problem of dimensioning
the parameters of distributed storage systems to meet a
certain delay goal. We extend the models we developed in
Section 2.2 to address this problem. We show in Fig. 10 a
distributed storage system, where S local servers are
connected to L tertiary libraries where files are stored. We
will focus on “complete staging before display” without
trail deletion in this section; our previous discussion can be
used to extend the results to staging-streaming and “trail
deletion.” We first present the analysis of the system, and
then provide a design example at the end of the section.

4.1 Analysis

We want to specify the bandwidth and storage require-
ments for each of the local servers and bandwidths for each
of the libraries in order to meet a delay requirement, given a
certain target aggregate arrival rate �0 for those not-so-
popular movies. Note that, out of the total request rate in a
library, a small fraction may come from a particular local
server. Therefore, partitioning a library bandwidth for each
local server would not be economical. By the same token,
since it is unlikely for all the libraries to be staging files to a
single local server at the same time, partitioning bandwidth
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Fig. 7. Comparison of B3 requirement between “complete staging before

display” and stage-streaming given N
ð3Þ
dr (Nv ¼ 500 and D̂D ¼ 1 minute,

Cf ¼ 1 GB, b0 ¼ 1:5 Mb/s, Th ¼ 90 minutes, and n2 = 15).

Fig. 8. Comparison of B3 requirement with and without trail deletion

(D̂D ¼ 1 minute, Nv ¼ 500, Cf ¼ 1 GB, b0 ¼ 1:5 Mb/s, Th ¼ 90 minutes,

n2 ¼ 15).

Fig. 9. Probability of insufficient storage for stage-streaming with trail-

deletion versus C2=Cmax, given �0.



in a local server for each library is also not economical.

Hence, library bandwidth should be shared among the local

servers, while the bandwidth of a local server should be

shared among all the libraries.
We first present our notations, which are also summar-

ized in Table 4. Let B
ðsÞ
2 and C

ðsÞ
2 be the secondary

bandwidth and local storage for server s, s ¼ 1 . . .S, and

B
ðlÞ
3 be the bandwidth for library l, l ¼ 1 . . .L. Let �s�0 be the

request rate for server s, with
PS

s¼1 �s ¼ 1. The hit

probability in server s, �
ðsÞ
2 , is then given by

�
ðsÞ
2 ¼

n2 þ Th�s�0

Nv
; ð21Þ

where n2 has been given by (3). Let �
ðsÞ
l be the fraction of

misses in server s requesting a file from library l, wherePL
l¼1 �

ðsÞ
l ¼ 1.

The design procedure of the system is as follows: Let’s

consider average delay requirement and let D
Miss

l be the

average delay for library l. The average delay for all misses

is given by

D
Miss ¼

PS
s¼1

PL
l¼1 �s 1ÿ �ðsÞ2

� �
�
ðsÞ
l D

Miss

lPS
s¼1 �s 1ÿ �ðsÞ2

� � : ð22Þ

As hit delay is negligible, the average start-up delay in

server s is given by D
ðsÞ
st ¼ ð1ÿ �

ðsÞ
2 ÞD

Miss
and the average

overall delay is
PS

s¼1

PL
l¼1 �sð1ÿ �

ðsÞ
2 Þ�

ðsÞ
l D

Miss

l .

Denote �
ðlÞ
3 the request rate in library l. �

ðlÞ
3 is given by

�
ðlÞ
3 ¼

XS
s¼1

�
ðsÞ
l 1ÿ �ðsÞ2

� �
�s�0ð Þ: ð23Þ

Define �
ðsÞ
l as the fraction of files staged from library l to

server s. We have

�
ðsÞ
l ¼

�
ðsÞ
l 1ÿ �ðsÞ2

� �
�s�0ð Þ

�
ðlÞ
3

: ð24Þ

We now state the procedures for designing the dis-

tributed storage system:

1. We first obtain C
ðsÞ
2 by ð�0�sTh þ n2ÞCf .

2. The bandwidth used for streaming at server s is
given by ð�0�sTh þ n2Þb0.

3. Using (23), we have �
ðlÞ
3 . Given �

ðlÞ
3 , we then

determine B
ðlÞ
3 to satisfy the miss delay requirement.

916 IEEE TRANSACTIONS ON COMPUTERS, VOL. 52, NO. 7, JULY 2003

Fig. 10. A distributed storage system with multiple local servers

accessing data from libraries.

TABLE 4
Important Variables Considered in the Distributed Storage Environment



We further let �ðlÞ ¼ �ðlÞ3 Cf=B
ðlÞ
3 be the resultant utiliza-

tion of B
ðlÞ
3 for library l and, hence, �

ðsÞ
l �ðlÞ is the utilization of

B
ðlÞ
3 to deliver files to server s. Denote Ba

3 ¼
PL

l¼1 B
ðlÞ
3 as the

maximum aggregate bandwidth used for staging in the

system. We obtain B
ðsÞ
2 as follows: We first find the

bandwidth necessary in server s for staging, B
ðsÞ
� . Ob-

viously, B
ðsÞ
� � Ba

3. In fact, since the probability for all

L libraries simultaneously staging to a certain local server is

likely to be low, B
ðsÞ
� can be much less than Ba

3 due to

bandwidth sharing. We pick B
ðsÞ
2 so that the probability for

the total staging bandwidth exceeding its value is very low,

e.g., less than 0.1.
B
ðsÞ
� is obtained as follows: At any arbitrary time t,

library l is staging a file to server s with probability �
ðsÞ
l �ðlÞ.

Consider the following generation function for server s:

gsðyÞ ¼
YL
l¼1

ð1ÿ �ðsÞl �ðlÞÞ þ �ðsÞl �ðlÞyB
ðlÞ
3

� �
�
X2L
i¼0

c
ðsÞ
i y

BðiÞ;

ð25Þ

where we have arranged the exponent of y so that

0 ¼ Bð0Þ � Bð1Þ � . . . � Bð2LÞ ¼ Ba
3. The coefficient c

ðsÞ
i is

the probability that staging bandwidth in server s equalsBðiÞ.
We can therefore takeB

ðsÞ
� ¼ BðIÞ, where

P2L

i¼Iþ1 c
ðsÞ
i � 1, i.e.,

the outage probability of B2 is very low. B
ðsÞ
2 is then

obtained as ð�s�0Th þ n2Þb0 þBðsÞ� .

4.2 A Design Example

We illustrate the ideas presented in the previous section
with a design example, where Dst � D̂D ¼ 2 minutes, �0 ¼
200 req/hr (equally distributed among all the local servers),
L ¼ 8, S ¼ 10, and Nv ¼ 4; 000 titles with each library
storing 500 video titles (Cf ¼ 1; 000 MB, b0 ¼ 1:5 Mb/s
and Th ¼ 90 minutes, and N

ð3Þ
dr ¼ 1). We consider only the

uniform popularity case, as the nonuniform case is similar
in performance, as shown in Section 2.3 above.

To show how much bandwidth can be saved using
bandwidth sharing, let’s first consider a design using
bandwidth partitioning, where the bandwidth in the local
server is partitioned for the libraries and the library
bandwidth is partitioned for the local servers. Since each
local server stores ð�0=SÞTh þ n2 ¼ 45 GB, the local miss
request rate is ð1ÿ 45=NvÞ � �0=S ¼ 19:78 req/hr and,
hence, the request rate to a library from a given local server
is 19:78=L ¼ 2:47 req/hr. Since the average miss delay in a
library should be D̂D=ð19:78=20Þ ¼ 2:02 minutes, the tertiary
bandwidth needed for each local server is, using our M=M
approximation, 8.93 MB/s and, hence, the total library
bandwidth to serve all S local servers is 8:93� S ¼ 89:3
MB/s! This is very high and each partitioned bandwidth is
only 2:47 req=hrðCf=8:93 MB=sÞ=3; 600 s=hr ¼ 7:7% utilized.
For a local server, since it partitions its bandwidth for each
library, the total bandwidth needed for staging is
8:93 MB=s� L ¼ 71:4 MB=s, with each partitioned band-
width again being only 7.7 percent utilized.

Let’s consider now bandwidth sharing. We have �s ¼ 0:1
(each server serves 20 req/hr) and, hence, C

ðsÞ
2 ¼ 45 GB, for

s ¼ 1; . . . ; S. Note that �
ðsÞ
l ¼ 0:125 for any server s, giving

D
Miss

l ¼ 2:0228 minutes and �
ðlÞ
3 ¼ 24:72 req/hr. Given �

ðlÞ
3

and D
Miss

l , we have B
ðlÞ
3 ¼ 15 MB/s, for l ¼ 1; 2; . . . ; L and,

henc, �ðlÞ ¼ 0:4545. The generator function for server s is
therefore

gsðyÞ ¼ ð1ÿ 0:4545=10þ ð0:4545=10Þy15Þ8

¼ 0:689þ 0:2626y15 þ 0:04376y30 þ 0:004167y72 þ . . . ;

from which we may takeB
ðsÞ
� ¼ 15 MB/s to achieve less than

5 percent bandwidth outage probability (such a bandwidth
can be reduced if a larger local storage is used). Using theB

ðsÞ
� ,

we have B
ðsÞ
2 ¼ 23:44 MB=s, for s ¼ 1; 2; . . . ; S.

We see from the above that both B
ðlÞ
3 (¼ 15 MB/s) and

B
ðsÞ
2 (¼ 23:44 MB/s) are substantially reduced when

compared with the partitioned case.

5 CONCLUSIONS

A video system should offer scalable storage in order to
accommodate a wide variety of video programs. Such
scalability can be achieved by a hierarchical storage system
in which the not-so-popular video files are stored in the
tertiary level and staged onto the secondary level to be
displayed. We have analyzed a number of system oper-
ations—a video may be displayed after it is completely
staged or while it is being staged (i.e., the “stage-streaming”
operation) and the displayed segments of a video may be
deleted. By combining these different operations, different
levels of user interactive capability can be offered. To
achieve higher streaming scalability in the system, multiple
storage nodes and streaming nodes can be connected by a
network. Video files are staged from the storage nodes to
the streaming nodes for display. In this paper, we have
presented models of all these systems.

Because users in a hierarchical storage system experience
some start-up delay due to queuing in the tertiary level, a
hierarchical storage system should be designed to meet a
certain (low) delay goal. The design parameters include
storage in the secondary level and bandwidth in each level.
In this paper, we have presented simple models for the
hierarchical storage system for different operations. The
models are used to dimension the minimum system
requirements to meet a certain user delay goal.

We find that hits enjoy negligible delay and, therefore,
the tertiary bandwidth should be dimensioned to meet user
delay requirement. If files are displayed after they are
completely staged, the drives in the tertiary level should be
used in parallel; on the other hand, for the stage-streaming
operation, independent tertiary drives should be used. As
compared to the case of “complete staging before display,”
stage-streaming is able to reduce the tertiary bandwidth
requirement substantially and trail-deletion can reduce the
storage requirement substantially with some cost on
bandwidth. We also note that user delay increases quickly
as the arrival rate increases beyond the design point,
indicating the importance of admission control at that point.
Via simulation and by using a popularity model based on
real rental data, we show that our design meets the delay
requirement. The storage required in the secondary level
can be much lower than the total storage of all the files in
the system, hence achieving low storage cost with high
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scalability. The system requirements also do not change
much when the underlying video popularity is changed.
We also show how our model can be extended to the design
of a distributed storage system in which the library
bandwidth is shared among the local servers and vice
versa to achieve a great decrease in resource requirements.
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