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Abstract—Wi-Fi-on devices such as smartphones search for network availability by periodically broadcasting probe requests which
encapsulate MAC addresses as device identifiers. To protect identity privacy, modern devices embed random MAC addresses in probe
frames, the so-called MAC address randomization. Such randomization disrupts the frame association, inadvertently frustrating identity-
oblivious statistical analytic efforts such as people counting and trajectory inference. To address that, we propose Cappuccino, a novel
privacy-preserving approach that captures the association of probe requests under MAC address randomization. Cappuccino first
estimates pairwise frame correlation and then associates frames over time. For frame correlation, it employs a self-supervised estimator
that jointly considers multiple modalities, i.e., information elements, sequence number, and received signal strength. For multiple frame
association, Cappuccino formulates frames as a minimum-cost flow optimization. To the best of our knowledge, this is the first piece of
work that leverages self-supervised learning to estimate frame correlation based on multiple modalities and formulates the probe request
association problem as the network flow optimization. We have conducted extensive experiments in a leading and crowded shopping mall
for more than three months. Cappuccino achieves remarkable performance in terms of V-measure scores (> 0.85).

Index Terms—Wi-Fi, MAC address randomization, self-supervised learning, multiple modalities, network flow optimization

1 INTRODUCTION

I-FI-oN devices periodically search for network avail-
Wabﬂity by broadcasting probe requests. In the past, the
request frames used physical media access control (MAC)
addresses to communicate with the access points (APs).
This fixed MAC address is a unique device identifier and
may expose personal information — by collecting the probes
with such MAC addresses over time, one may re-identify a
device across sites (such as different buildings) and leverage
the device trajectory/location [1] to determine its user iden-
tity, even though the device is not connected with any net-
work. This has raised grave privacy concerns on user
identity and location.

To protect privacy against Wi-Fi sensing, MAC address
randomization has been recently implemented in modern
commercial devices [2], [3], including most smartphones
with operating system iOS [4] and Android [5]. Instead of
using the real physical MAC address in probe frames, the
device generates randomized virtual addresses at unpre-
dictable times. In other words, the probe requests emitted
from a single device no longer carry the same MAC
address but change to some random addresses once in a
while.

While protecting privacy, a direct consequence of MAC
address randomization is that it breaks the continuity and
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semantics of probe requests, leading to fragmentation in
data analytics. This adversely and inadvertently frustrates
device-oblivious statistical gathering efforts such as people
counting [6], crowd flow estimation [7], and trajectory infer-
ence [8], [9]. As an illustration of the impact, we show in
Fig. 1 that three users carry Wi-Fi-on smartphones walking
through an area. Fig. 1a depicts the three complete trajecto-
ries if MAC addresses were not randomized. In reality, due
to address randomization, these trajectories would be frag-
mented. Fig. 1b shows a possible sensing result with eight
fragmented trajectories despite only three devices.

In this paper, we study how to associate probe requests
with their emitter under MAC address randomization — by
correlating these frames through this association process, we
seek to recover Fig. 1a from Fig. 1b for our example above.
Such association cannot uncover the underlying real MAC
addresses and only associate consecutive probe requests
emitted from the same devices, making it impossible to track
or re-identify user devices across sites. Thus, it enables more
fruitful and meaningful anonymised privacy-protecting
data analytics under MAC address randomization.

Without the real MAC address, existing works leverage
other modalities from probe requests as alternative to deter-
mine if two frames are associated — they either leverage
location continuity or use one of the frame payloads (such
as information element [4] and sequence number [10], [11]).
However, these approaches often fail in the real-world cases
where many Wi-Fi-on devices are in close proximity to each
other. Under such crowded scenarios, neither location nor
those single-modal payloads is sufficient to differentiate
senders/emitters with a high accuracy. Also, one frame
may have many candidate frames to associate in the crowd
case; the current methods suffer a significant ambiguity (or
conflict) when there are multiple candidates are to be associ-
ated to a frame (association conflict).
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(a) Complete trajectories for the
case without MAC address ran-
domization

(b) Fragmented trajectories in the
case of MAC address randomiza-
tion

Fig. 1. Anillustration showing the influence of MAC address randomiza-
tion in a tracking scenario. The markers represent the positions where
probe requests are emitted. Each type of marker corresponds to a MAC
address.

To address the above, we propose Cappuccino, a simple and
novel approach that captures probe request association effi-
ciently under MAC address randomization. Fig. 2 shows the
system framework of Cappuccino. In the online phase, Wi-Fi
sensors deployed in the venue capture probe requests from
nearby devices and transmitted them to a processing server,
where the probe requests are associated for online operating
or stored for offline updating/training. On the server, a frame
correlation estimator based on multiple modalities periodi-
cally (e.g., every 30 seconds) estimates the pairwise correlation
probabilities of the received frames. Then, a multi-frame asso-
ciation module associates these probabilities, alleviating the
association conflict. In the offline phase, Cappuccino self-
supervise itself by learning from the stored probe requests.

The major novelties of this work are as follows:

1) Multi-modal association features: To tackle real-world
crowded and complex scenarios, we estimate the
pairwise frame association in terms of device, time
and space — we jointly capture features from informa-
tion element (IE), sequence number and signal strength.
These multiple modalities, which are widely avail-
able in frame attributes, complement with each
other, and thus, provide better association features
than the single modality.

2)  Self-supervised frame correlation estimator: We employ
a neural network with Siamese structure to capture
association features from the multiple modalities. To
reduce its training efforts, we leverage contrastive
learning to avoid manual data labeling. Specifically,
we differentiate frames with real MAC addresses
from virtual MAC addresses by the 7" bit of the
input frames (which is grounded by the guide-
line [12]) and use the real MAC addresses to create
positive and negative data pairs for estimator train-
ing/updating. Thus, our system is self-supervised
and can adapt to environmental changes.

3)  Multi-frame association to alleviate association conflict:
Only considering pairwise association may lead to
the association conflict; thus, given the pairwise cor-
relation probabilities, we study to achieve a global
optimal association over a batch of probe requests.
The problem has not been considered before. We for-
mulate it to be a minimum-cost flow problem where
a node represents a frame and the edge between
nodes are a decreasing function of the pairwise asso-
ciation probability. A flow over an edge indicates
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Fig. 2. The system framework of Cappuccino.

that the two frames are associated. By seeking flow
with the minimum cost, Cappuccino obtains the
optimal association for all the frames in the batch.
Besides, to deal with a large batch of frames, Cap-
puccino further employs a mini-batch design to
improve its efficiency.

Cappuccino works well even in crowded cases and is
designed for existing Wi-Fi infrastructure without any
special hardware beyond regular Wi-Fi sensors or APs.
It requires neither external localization system nor
manual calibration/labeling beforehand. We have imple-
mented it and conducted extensive experiments in a
leading shopping mall for more than three months. The
results show that Cappuccino achieves remarkable per-
formance in terms of discrimination accuracy (> 80%)
and V-measure scores (> 0.85), which outperforms state-
of-the-art by 27% discrimination error reduction and 4%
clustering completeness (covered in Section 6.1) average
improvement.

The remainder of this paper is organized as follows. We
review the related work in Section 2, followed by the pre-
liminaries of Cappuccino in Section 3. Then we present in
Section 4 the multi-modal frame correlation estimator, and
detail the association algorithm for multiple frames in Sec-
tion 5. Section 6 illustrates the experimental results. We con-
clude in Section 7.

2 RELATED WORKS

Prior works for frame association leverage device-specified
IE contents to fingerprint devices [4], [10], [13], [14]. Specific
fields such as transmission rate [13] and service set identi-
fier (SSID) are used to distinguish between devices [10],
[14]. Vanhoef et al. further explore using the combination of
multiple IE fields as fingerprints. They analyze the field dis-
criminability and utilize the most discriminative and stable
fields to form fingerprints [4]. Though promising, IE alone
is not robust against the diversity of devices because differ-
ent devices (say, smartphones of the same model) may emit
probe requests of the same IEs, and the same device may
produce different IEs. By contrast, our work uses the multi-
modality of probe requests, ie., information element,
sequence number, and received signal strength, to accu-
rately associate frames.

In contrast to content-based fingerprinting mentioned
above, some works study inter-frame patterns to distin-
guish frames from different devices. Clock skew, the inher-
ent drifts of clock in a device, has been explored to
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differentiate transmitting devices [15], [16]. The works
in [11], [17] use the arrival time between frames as a unique
pattern to identify devices. Bezawada et al. extract features
from network traffic to form fingerprints [18]. However,
these works require either specialized hardware or a large
number of consecutive probe requests; therefore, they are
not cost-effective in deployment. On the other hand, the
continuity of sequence numbers is another effective indica-
tor for consecutive frames. Frame association can be con-
structed by predicting the sequence number of the next
emitting frame [4], [19], [20]. Cappuccino also utilizes the
sequence number as one of the features in frame correlation
estimation. In contrast to the deterministic methods given
above, Cappuccino proposes a probabilistic scheme in order
to adapt to heterogeneous devices and avoid dedicated
calibration.

Some works take advantage of the leaks in protocols or
system designs to obtain the device identifiers. Probe
requests from certain devices may carry the universally
unique identifier-enrollees (UUID-Es), which are derived
from their MAC addresses. The works in [4], [21] reverse-
engineer the UUID-E to recover the original MAC addresses
via pre-computed hash tables. The work in [3] infers the real
Wi-Fi MAC address from the Bluetooth MAC address as
lots of manufacturers assign consecutive MAC addresses
for the two interfaces of the same phone. Vanhoef et al. pro-
pose to set up fake APs with usual SSIDs (e.g., “Starbucks”
and “Airport”) [4], so that devices would expose their true
MAC addresses when they auto-connect to these networks.
These schemes assume special conditions and hence cannot
be generalized to heterogeneous devices and different sce-
narios. Furthermore, some of these approaches also raise
privacy or security concern because they attempt to force-
fully acquire the true MAC addresses of devices. On the
contrary, Cappuccino uses only the universal information
available on almost every device and fully respects user pri-
vacy. The constructed association is not able to link to user
identities or does not extract user locations.

Data association is to find matching between two sets of
objects. It is conventionally used in correlating measure-
ments with targets in multi-object tracking problems [22],
[23], [24]. The applications have been extended to wilder
fields such as multi-sensor data fusion [25], simultaneous
localization and mapping (SLAM) [26], [27], person re-iden-
tification in visual surveillance system [28], [29], etc. How-
ever, none of these prior works has considered the
association of multiple probe requests. Cappuccino pro-
poses a novel, efficient and self-supervised multi-frame
association algorithm by formulating it as a minimum-cost
flow problem. To the best of our knowledge, this is the first
piece of work that estimates frame correlation based on
multi-modal deep learning and formulates the probe
request association problem as network flow optimization.

A preliminary version of this work termed Espresso has
appeared in [30]. Espresso and Cappuccino share the same
multi-frame association, while Espresso’s frame correlation
estimator is based on Bayes’ theorem. As for the multiple
modalities, it separately employs a linear regression, a
Gaussian mixture model, and a K-means clustering model
to estimate correlation probability. However, Espresso’s
frame correlation estimator requires offline site-dependent
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Fig. 3. An illustration of active scan under MAC address randomization
over time. The bars represent the probe requests emitted from a single
device. Different colors and patterns indicate different randomized MAC
addresses in the frames.

parameter tuning, leading to much manual training effort
on deployment. Also, Espresso suffers ambiguity when a
device emits two probe requests in a short period — for
example, the third frame emitted from the same device may
get a higher correlation probability to associate the first
frame than the second frame. The current work advances
from it by proposing a new end-to-end frame correlation
estimator based on contrastive learning, which does not
require any offline calibration for its deployment. Since it
leverages contrastive loss to guide/self-supervise all corre-
lation probability between associated frames to be identical,
it is less likely to mismatch frames aiding with a time decay.
Therefore, it maintains high clustering completeness and
thus outperforms Espresso in accuracy. We also empirically
show that Cappuccino’s frame correlation estimator is ~
270 times faster than Espresso with an off-the-shelf GPU.

3 PRELIMINARIES

In this section, we introduce the preliminaries of probe
requests (Section 3.1) and the modeling of frame association
(Section 3.2).

3.1 Probe Request

Active scan is one of the major methods that Wi-Fi devices
use to discover nearby wireless networks [31]. During the
scanning, devices initiate a network search by broadcasting
management frames known as probe requests.

The scan is generally triggered on a periodic basis in
order to reduce energy consumption. Fig. 3 illustrates the
process of active scan over time. To discover all the net-
works, devices need to probe every available channel. We
refer to the probe request emission of one scan as a probing
round. The duration of a probing round is about 1s to 4s
subject to the number of scanned channels. In most cases,
the MAC addresses remain unchanged during a probing
round (whether it is real or virtual). Besides that, the trigger
of randomization is not necessarily synchronized with prob-
ing rounds, and a device may use the same MAC address in
different consecutive rounds. The time interval between
two consecutive probing rounds is subject to the factory
configurations of devices.

In Cappuccino, we represent the i-th captured probe
request as the tuple P; = (I;,s;, R;,t;), where I, is the IE
vector, s; is the sequence number, R; is the RSS vector, and
t; is the transmission time. The IE vector I; = (I! |1 < h <
|I]), where I is the h-th field in frame i and |I| is the total
number of fields. Note that some IE fields (e.g., Vendor Spe-
cific) may appear multiple times in a frame. We concatenate
them by their presenting order and regard the combination
as the content of the field. The sequence number s; is a
12-bit counter indicating the transmission order on the
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device. It is bounded between 0 and 4095. The RSS vector of
frame i is denoted as R; = (r' |1 < u < |R|), where r¥ is the
signal strength measured by sensor u, and |R| is the total
number of sensors.

3.2 Modeling of Frame Association
As the frames in the same probing round usually share the
same MAC address [11], we are more interested in associat-
ing frames between different probing rounds. In Cappuc-
cino, we consider frames to be in the same round if they
have identical MAC addresses and their adjacent time inter-
vals are less than 1s. We randomly pick one frame from
each probing round to represent it. In the following, we
work on the set of selected frames P = {P;|1 <i < M},
where M is the number of frames (rounds).

Let D be the set of transmission devices in P. We use

={P}|1 <1< M, P/ € P} to denote the sequence of
probe requests from a device dj, € D, where M}, is the num-
ber of frames in the sequence. In the frame sequence S, we
name P} | to be the predecessor frame of P} (2 <1< My),
and Py}, as the successor frame of P} (1 <1< M, —1).

Given above, we define that two probe requests P; and
P; (1 <i < j< M) are associated if P; is the successor of P;
(or P; is the predecessor of P;). We use a binary indicator
®;; to denote the association between P; and P;, where

1, P, is associated to P;,
;= ! ) ' ¢))
0, otherwise.

Note that the association ®;; = 1 also implies that P; and P;
are transmitted from the same device. In this work, we aim
to find the associations in the probe request set P.

4 FRAME CORRELATION ESTIMATOR

In this section, we present the multi-modal correlation esti-
mator between any two probe requests. We first overview
in Section 4.1 the structure of the frame correlation estimator
based on contrastive learning, which consists of frame dis-
tance encoding and correlation estimation. Then we discuss
the frame distance encoding for multi-modal inputs in Sec-
tion 4.2. Finally, we introduce correlation estimation in
Section 4.3.

4.1 Estimator Based on Contrastive Learning

The association correlation between probe frames P; and P;
is defined as their association probability p(®;; | P;, P;). In
particular, p(®;; | P;, P;) should be significantly high if P; is
the successor frame of P, i.e.,

p(Pj|P;, ®;; = 1) > p(P;|P;, ®;; = 0). (2)

We can achieve this by learning a metric My(P;, P;) € R to
measure how likely P; is associated to P; (namely, frame
distance), where 6 represents the model parameters. We
map frame distance to probability by simply resorting to a
piecewise function

O, MQ(PZ',P]') < 0,
go(Pi, Pj) =<1, My(P;, P;) > 1, 3
My(P;, P;j), otherwise.
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Fig. 4. Model structure of frame correlation estimator.

Thus, we can learn the metric parameters by optimizing the
contrastive loss [32] on frame association

arg min Z Z (1-®))g;(Pi, P))

O PePPiEPj>i )
2
+®@;;[1 — go(P;, P;)]",

where P; and P; are associated and non-associated frame
pairs sampled from historical physical probe requests.

We evaluate the frame distance by analyzing their frame
attributes — information element I, sequence number s, RSS
vector R, and time interval At. Since the first three attributes
are independent, we estimate p(®;; | P;, P;) by

p(Pj| Pi, ®;; = 1)
=p(Ij, 55 Rj, t;| I, si, Ry, ty, @iy = 1)
o p(L; [ 1;, @i = 1) p(sj ] s, Atyj, Dy = 1)
p(RJ ‘ R“ AtLJ,CDU = l)p(q)u | Ati.j), (5)

where (®;; | At;;) conveys a prior knowledge that a frame is
more likely to be associated with a smaller time interval; we
assign it as an exponential decay distribution, i.e.,

exp ( — )\At“) N At“ > 07

6
0, At;; < 0. ©

p(®ij | Atij) = {
where ) is a decay rate.

With the goal of estimating Eq. (5), we learn the metric
go(P;, P;) based on Siamese structure, which encodes the
compared frames into an identical latent space to estimate
their distance.

We illustrate the model structure of the frame correlation
estimator in Fig. 4. In frame distance encoding, we first
apply different encoding approaches to represent the frame
attributes of two input frames. Then, the encoded vectors
are fused to be a latent distance vector for frame correlation
estimation. In correlation estimation, we employ a learning-
based metric to evaluate the correlation probability from the
latent distance vector. Notably, both model inference and
training are conducted end-to-end, and there is no further
adjustment once the model structure is settled.

4.2 Frame Distance Encoding

Although the frame attributes — information element (IE),
sequence number, and signal strength — shed lights on
frame association, their association patterns are complex
and heterogeneous. To explore the association patterns, we
encode the attributes into a latent space where we can

directl 3/ measure the frame correlation by calculating the
on March 08,2024 at 09:08:15 UTC from IEEE Xplore. Restrictions apply.
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Fig. 5. The ratio of distinct |IE fields in the probe request pairs.

vector distance. Since these attributes possess separate
properties, we individually consider them with different
encoding structures.

4.2.1 Sequential Encoding for Information Element

Information element (IE) contains device specification and
configuration information. However, a device may emit
probe frames with diverse IEs, and hence using IE as unique
device fingerprints [4] suffers severe false positives. To
show this, we compile statistics from 100000 pairs of probe
requests collected from the same device but at different
times in Fig. 5, which depicts the percentage of distinct IE
fields despite the same device.

To effectively utilize IE, we encode IE into a latent space
where we can explore frame correlation. Note that IE is a
sequence of bits in which each conveys a certain device state.
We want to explore which bits are stable while which bits are
prone to change. Meanwhile, some bits may correlate with
each other, which also indicates the clues of frame associa-
tion. We use LSTM [33] to encode IE sequence because it is
able to capture long-range dependence between any bits in
an IE sequence. Also, LSTM is memory-efficient to train and
compute, which makes it suitable for this task.

We illustrate the sequential encoding in Fig. 6. For two
IEs, I; and I;, we first compare their contents bit-wisely. In
particular, the kth element of comparison result is

L, [Li(k) # 0) A [Li(k) = Li(k)],
—1, Ii(k) # I;(k), (7)

0, otherwise.

AT (k) =

Sequential
embedded vector

LSTM?—Q—?» -.-[:j
ﬁ[” sss

[y

- -
I §11,01 N/A,
L ! :
B | I
I; Ll__' l1-| \..0_. )

Fig. 6. lllustration on sequential encoding for IE.
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Then, the produced sequence is processed by LSTM, whose
final hidden state serves as the sequential encoded vector
that accumulates the information throughout the sequence.

The above encoding are conducted on each IE field. For
efficiency concern, we only work on the IE field I h if, for
two frames P; and P;,

p(®; =0l =1 >, ®)

where the probability is evaluated according to all the
frames with physical MAC addresses in advance, and the
confidence threshold 7 is set to be 0.5 in the paper. We eval-
uate the distance between two sequential encoded vectors
by element-wise Euclidean distance.

4.2.2 Modulus Subtraction on Sequence Number

Sequence numbers are used to record the transmission order
of frames. Wi-Fi chips normally increase the sequence num-
ber by 1 when emitting a new frame; the number will be reset
to 0 when reaching the maximum value 4096 [34]). The
sequence number in the i frame emitted from a device is

s; = imod 4096. )

When devices do not connect to any wireless network, they
transmit nothing but probe requests for active periodical
scans. To illustrate this, we record the probe requests emit-
ted from an iOS device (MAC address randomization
enabled) for 24 hours. The device does not connect to any
network and keeps its screen off. Frames are captured by a
sensor operating on channel 1 of 2.4 GHz Wi-Fi. Fig. 7 shows
the growth of sequence numbers during the period. Despite
the imperfect linearity due to channel switching and frame
loss, the continuity of sequence numbers can be clearly
observed.

Based on this observation, we can capture the patterns of
sequence number interval when receivers operate on a fixed
channel. However, such interval patterns can be affected by
many factors, such as frame loss and device heterogeneity.
To address it, we apply the modulus subtraction of
sequence number as part of the latent distance vector. i.e.,
for s; and s; in two frames,

Asi; = (s; — s;) mod  4096. (10
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The correlation estimation can then learn the multi-mode
pattern of sequence number interval, which will be dis-
cussed in Section 4.3.

4.2.3 Spatial Encoding for Signal Strength

Due to the location-dependence nature of RSS, the transi-
tions of signals reflect user movements in the physical
space. On the one hand, location can serve as a physical con-
straint. For instance, a device should not move far away in a
short time period (say, several seconds). On the other hand,
users’ locations are usually correlated by building function-
ality. For example, pedestrians’ locations mostly perform
similar patterns in a pathway. Thus, exploring spatial corre-
lation from RSS is beneficial for estimating the correlation
between two frames.

RSS vectors represent the received signal strengths of
each sensor from an emitting device. Usually, during an
active scan from a device, the number of receiving sensors
is much smaller than the total number of available ones in a
site (such as a shopping mall). This makes the sparsity of
RSS vectors, and hence exploring the spatial correlation
between two frames is tricky. To address this, we encode
RSS vectors into a compact latent space to indicate their
locations so that the spatial correlation can be better
estimated.

In nature, RSS vectors represent locations. Thus, we treat
it as a whole and encode RSS by a stack of fully connected
layers with ReLU as the activation functions. We use the
dropout mechanism to reduce overfitting [35]. Note that,
this encoding is privacy-preserving because we cannot get
actual location from the encoded vectors. Similar to IE
sequential encoding, we use element-wise Euclidean dis-
tance to evaluate the distance between two spatial encoded
vectors.

4.3 Correlation Estimation

Given the latent distance vector, the module then estimates
the correlation between the frames. The module is designed
based on two intuitions. Firstly, given the latent distance
vector, we need a model to estimate frame correlation by
jointly considering the encoded distance information from
different attributes. Secondly, as mentioned in Eq. (5), we
want to capture the complex association pattern of RSS and
sequence number under different time intervals between
frames. Thus, we concatenate the time interval into the
latent distance vector and employ a neural network to eval-
uate frame association (mapping distance to probability is
shown in Eq. (3)).

We argue that a neural network with a simple structure
(in terms of layer number) is suitable for the correlation esti-
mation. For one thing, since the frame attribute patterns
have already been captured by the frame distance encoding,
a small neural network is enough to evaluate frame correla-
tion from the latent distance vector. For another, the neural
network with too many layers renders it hard to optimize
for the first few layers, so a correlation estimation with a too
deep structure would make it hard to learn for the frame
distance encoding. Overall, we employ a 2-layer neural net-
work for the correlation estimation module.
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5 MULTI-FRAME ASSOCIATION

In this section, we present how Cappuccino efficiently asso-
ciates multiple frames. Section 5.1 formulates the multi-
frame association problem. In Section 5.2, we show that the
association problem can be tackled as a minimum-cost flow
solution. Finally, we present in Section 5.3 the mini-batch
adaptation to process a large dataset.

5.1 Multi-Frame Association Formulation

We first present the formulation of the multi-frame associa-
tion problem. Recall that P = {P;|1 <i < M} denotes the
set of M frames obtained in a period. Our goal is to find
the predecessor frame (i.e., the previous frame sent by the
same device) and the successor frame (i.e., the next frame
sent by the same device) of each frame P; in P.

Let ® be the M x M association matrix where the ele-
ment ®;; is defined in Eq. (1). In case the successor and/or
predecessor of a frame is not in P, we further introduce two
indicator vectors of length M, denoted by A and B, where

1, P; has no successor in P,
A = . 11
0, otherwise,
and
1, P; has no predecessor in P,
B, = { prece (12)
0, otherwise.

Given a set of probe requests P and their pairwise associ-
ation probability given by the correlation estimator (Sec-
tion 4), the multi-frame association problem seeks an
association with the highest joint probability over the entire
set. That is,

arg max L] »@: 1 P, ) ® T v T 7 (13)
i g i J
M
subject to: Y P+ A; =1, Vi:1<i<M, (14)
i=1
M
> ®;+B=1, Vj:1<j<M, (15)
i=1
(I)j,j S {0, 1},AZ‘]‘ S {0, 1},Bij S {0, 1}7
Vi:il1<i< M, Vj:1<j<M, (16)

where y is the probability that a frame has no predecessor
(or successor) in P. The objective function (13) is the joint
probability of all the association decisions over P. The con-
straints (14) and (15) require that each frame has at most
one predecessor and at most one successor, respectively.
The value of y can be empirically determined according to
historical data.

5.2 Minimum-Cost Network Flow Solution

We show that the above multi-frame association problem
can be solved efficiently by viewing it as a minimum-cost
network flow problem.

Fig. 8 illustrates the graph structure of the corresponding
flow network G. For each frame P; € P, two nodes are
added into the network G — a sender node u; and a receiver
node v;. A sender node has a supply of 1 and a receiver
node demands 1. Edge (u;,v;) € E (1 <4, j<M,i#j)
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Fig. 8. The graph structure of a flow network.

indicates that P; is a possible successor frame of P;. The cost
of edge (u;,v;) is assigned by the negative logarithm of the
frame correlation, i.e.,, —log (®;;|P;, P;). We further set
the edge capacities to 1 since I‘ﬁe assoc1at10n between frames
is a binary decision.

Moreover, we add in G an auxiliary node w to represent
the case where frames have no successor and/or predeces-
sor. A flow from a sender node to the auxiliary node indi-
cates that the frame has no successor, while a flow from it to
a receiver implies the case of no predecessor. The edge costs
to/from the auxiliary node are —log y/2, and their capacities
are 1. The supply on the auxiliary node is 0 due to the fol-
lowing theorem.

Theorem 1. Let N denote the number of devices that transmit
probe requests P (N < M). The number of frames with no suc-
cessor 1s equal to the number of frames with no predecessor, i.e.,

S A =YY B =N

Proof. Let S, = {Pf |1 <1< M} be the frame sequence
emitted from the k-th device. In S;, all the frames except
for the last one P%, have successors, ie., Aﬁ,k =1 and
A;" =0 (1 <1< M —1); all the frames except for the first
one P} have predecessors, ie, Bf =1 and B =0
(2 <1< My). Because P is the union of frame sequences
from the M devices, the number of devices N can be rep-
resented by the total number of frames with no successor
M A= A M, = N ) or the total number of frames
w1th no predecessor (Z V. B =5, B'=N). 0

In the flow network above, we can find a maximum flow f
with the minimum cost to obtain the optimal association, i.e.,

argmin — Z Z f(ui,v)log p(®;j | Py, Pj)
f i g

1 1
~glor 3 ) ~glogy S s, (D
M
subject to:Zf(u,-,vj) + fluj,w) =1, Vi:1<i< M, (18)
=1
M
D flui o) + flw,v) =1, Vi 1< j< M, (19)
=1
M M
> fww) =Y flw,vy), (20)
=1 =1
flui,vy) €{0,1},  Y(u;,v5) : (ui,v;) € E, (21)

where f(u;,v;) represents the flow on the edge (u;,v;).
Egs. (18)—(20) are the constraints of flow conservation, and
Eqg. (21) specifies the capacities on edges.
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The minimum-cost flow problem can be solved efficiently
by using algorithms such as Cycle Canceling [36], [37] and
Network Simplex [38]. Given the optimal flow f, the corre-
sponding frame association can thus be obtained by

(1)7] = f(u,, Uj)7 (22)
A;i = f(ui,w), (23)
B, = f(w.v). 04

Last but not least, we prove the correctness of the pro-
posed minimum-cost flow modeling by the following
theorem.

Theorem 2. The proposed minimum-cost flow problem is equiva-
lent to the multi-frame association problem.

Proof. The theorem is proven by showing that both the
objective functions and the constraints in the two prob-
lems are equivalent. We first discuss the objective func-
tions. Let Oypa denote the objective function (13) in the
original multi-frame association problem, and Oicr be
the objective function (17) of the minimum-cost flow for-
mulation. We can easily verify that Onicr = —log Onra /2.
Hence maximizing the objective function (13) is equiva-
lent to minimizing the objective function (17). We then
show the equivalence of constraints. By applying the con-
version in Egs. (22)-(24), constraints (18)-(21) can be
rewritten to the format of constraints (14)-(16), respec-
tively. Constraint (20) corresponds to the characteristic of
the multi-frame association as described in Theorem 1.
Therefore, we conclude that the proposed minimum-cost
flow problem is equivalent to the multi-frame association
problem. O

5.3 Mini-Batch Processing for Large Dataset
Although the above algorithm can construct the association
on a given frame set, the efficiency would be affected when
processing a large body of frames in a single batch (say, a
set of frames in several hours). To address this, we present
in the following an efficient processing scheme based on
mini-batch.

The basic idea is to divide the dataset into multiple
smaller batches and sequentially construct associations for
each. Apart from the association within each mini-batch,
Cappuccino also considers the association across different
mini-batches in order to obtain the complete association
over the entire period. Fig. 9 illustrates the workflow.
The frame set P is partitioned into multiple mini-batches of
the same interval T, i.e., P=P;UPyU---. Let Q; denote
the set of frames without successors after processing the
i-th mini-batch (initially, Qy = (). To avoid the size explod-
ing of Q;, Cappuccino only keeps the frames in the last time
period of length V, denoted by Q.. V is usually the possible
maximum interval between two consecutive probe requests
(V = 600s empirically). In the i-th iteration, given the mini-
batch frames P; and the pruned set of previously associated
frames Q;fl, we solve the minimum-cost flow problem over
P; U Q. ,. The ultimate association over the entire set P can
be obtained by the union of the association in all the itera-
tions. Note that the scheme also enables Cappuccino to
operate in an online manner with a delay of T'.
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Fig. 9. The workflow of frame association for a large dataset.

6 ILLUSTRATIVE EXPERIMENTAL RESULTS

We present in this section the experimental evaluation of
Cappuccino. We introduce the experimental settings in Sec-
tion 6.1 and discuss the illustrative results in Section 6.2.

6.1 Experimental Settings

We have implemented Cappuccino and conducted exten-
sive experiments to validate its performance. The system
consists of multiple Wi-Fi sensors and a centralized server.
The sensors are implemented on commercial Wi-Fi APs
(GL-AR150 with OpenWrt 18.06). They capture probe
requests via libpcap. Captured frames are then transmitted
to the server through Ethernet for storage and processing.
The server is built on a PC equipped with Intel Core i7
3.6 GHz CPU and 16GB RAM. The algorithm is imple-
mented in Python. We solve the minimum-cost flow prob-
lem by employing Google OR-Tools [39], which implements
a cost-scaling push-relabel algorithm. The complexity of the
algorithm is O(n * m? * log (n * ¢)) where n, m is the number
of node and edge and c is the largest edge cost.

The experiments are conducted on an entire floor of a
large shopping mall (in Hong Kong), including public walk-
way and stores. Fig. 10 shows its floor plan (~8000 m?) and
sensor placement (21 sensors in total). Wi-Fi sensors are
installed on the ceiling. Probe requests are often broad-
casted in all channels; we hence only need to listen on one
channel where we operate on channel 1 of 2.4 GHz in our
experiments. The system has been running for more than
three months. We use the frames collected in one day for
training the frame correlation estimator and the data in
another day for evaluation. During a business hour on a

W Sensor

100
0 30 60

Fig. 10. The floor plan of the experimental site in a large shopping mall
(in meter).

90 120 150

typical weekend day, there are ~20000 frames captured by
the system with ~5000 unique MAC addresses.

Obtaining the actual frame association (as ground truth)
is a major challenge in the experiments. We introduce two
methods to address this. The first solution is to use the
probe frames of physical MAC addresses. The real
addresses are naturally the device identifiers and hence
indicate the true associations of frames. Although the
frames come from the devices without MAC address ran-
domization, we can still leverage them to evaluate the over-
all performance under a large number of simultaneous
frames. The second way is to manually collect the emitted
MAC addresses. We attach external Wi-Fi sensors close to
the transmitting devices, and the frames emitted can be cap-
tured with strong signal strength. In particular, we consider
the frames with RSS greater than -40 dBm coming from the
targeting device and thus obtain its frame association. In the
experiment, we invite 6 volunteers to carry smartphones
(one for each user; the Wi-Fi function is switched on but
does not connect to any network) and roam in the site. This
can be used to validate the system performance on real
devices with MAC address randomization. Unless other-
wise stated, the dataset labeled with physical MAC
addresses is our default test set.

Our experiment uses the following performance metrics:

e Discrimination accuracy: Given a probe request P; at
time ¢; and the set of previous frames captured in
[t; — 7,t;) that contains at least one predecessor of P;,
we regard it as a correct association if the frame of
the highest correlation to P; is emitted from the
same device transmitting P;. Discrimination accu-
racy is defined as the ratio of the correct cases among
all the tests. The metric reflects the effectiveness of
the frame correlation estimator. In our experiments,
discrimination accuracy is estimated from 1000 ran-
domly selected frames and their previous frames.

e  Homogeneity, completeness and V-measure: Homogene-
ity and completeness are widely used in clustering
performance analysis by leveraging normalized con-
ditional entropy. We borrow its concept to evaluate
the goodness of associated frame sequences by regard-
ing them as clusters. Readers may refer to [40] for a
detailed explanation. Homogeneity reflects whether
generated sequences contain only frames from the
same devices, while completeness implies whether all
frames from a device are assigned to the same frame
sequence. V-measure gives a comprehensive score
which is defined as the harmonic mean of
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TABLE 1

Experimental Baseline Parameter Setting
Parameter Value
Sequential model layer 64, 64
Spatial encoding model layer 35,50,1
Correlation estimator layer 50,1
Decay rate 107°
Mini-batch duration T 30s
No association probability y 107°

homogeneity and completeness. All the scores are
between 0 and 1, and a higher value indicates better
performance.
We compare Cappuccino with the following prior
schemes:

o IE fingerprinting (IEFpr) [10]: The work uses a bit-
level fingerprinting approach to distinguish between
devices. It performs entropy-based analysis (i.e., var-
iability and stability) on each frame bit to extract the
informative ones as the devices’ fingerprints.

o  Sequence number thresholding with IE clustering (Seq-
Thresh) [4]: The scheme proposes a two-stage associa-
tion based on IEs and sequence numbers. It first
clusters probe requests according to their IE fields.
Within each cluster, it then links frames if the differ-
ence between sequence numbers is below a specified
threshold 1. We follow the original paper to select IE
fields and set n = 64.

o  Time-based signature (TimeSig) [11]: The scheme treats
the distribution of the inter-frame arrival time (.e.,
the time interval of pairwise frames) in probing
rounds as the devices’ signatures. A distance func-
tion is also designed to compare the similarity
between two interval distributions.

o  Espresso [30]: Espresso separately uses linear regres-
sion, Gaussian mixture model, and K-means cluster
to estimate the frame correlation in terms of informa-
tion element, sequence number, and signal strength.
This is the preliminary version of Cappuccino, as
mentioned in Section 2.

Unless otherwise specified, the system parameters are
given as follows. As for the hyper-parameter of frame corre-
lation estimator, the sequential encoding model is a 2-layer
LSTM with hidden size of 64, the neuron quantities of spa-
tial encoding model are 35, 50, 1, and neuron quantities of
correlation estimation are 50 and 1. In training frame corre-
lation estimator, all the associated pairs are used as positive
samples while we randomly select non-associated pairs
during training process; we use Adam optimizer whose ini-
tial learning rate is 0.001. The frame association decay rate A
is 107°. In the multi-frame association, the mini-batch dura-
tion 7' = 30s and the probability of no predecessor or suc-
cessor y = 0.00001. These parameters are summarized in
Table 1.

6.2 lllustrative Results

Fig. 11 illustrates the training process of the frame correlation
estimator, where we plot the contrastive loss (as shown in
Eqg. (4) and validation accuracy (using all test data) over
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Fig. 11. Training process of frame correlation estimator.

training epoch. In the experiment, we repeat the training pro-
cess for five times and show their averaged result. The train-
ing loss shows prominent descending with epoch smaller
than 50, after that, the curve slowly descends with oscillation
caused by the random sampling of non-associated frame
pairs. Similarly, the validation accuracy increases before
epoch of 50 and flats off after that. The validation result does
not suffer severe overfitting since the random sampling ren-
ders training data change between epoches. Thus, we stop
training process at the epoch of 50 and use the produced
model to conduct following experiments.

Fig. 12 compares the ROC curves between the frame cor-
relation estimator of Cappuccino and Espresso when the
period 7 = 60. We view the frame correlation estimator as a
binary classifier to predict if a pair of probe requests are
emitted from the same device. A frame pair from the same
emitter is regarded as “positive”; it is “negative” otherwise.
From the plot, Cappuccino shows superiority over Espresso
because it extracts high-level features from the multi-modal
inputs and make less assumption on the decision model.
What’s more, since it employs contrastive loss as training
objective, most frame pairs are well predicted to be either 0
or 1; thus, Cappuccino shows better performance (27% dis-
crimination error reduction with default 7) as a classifier.

We further compare discrimination performance in the
periods of various lengths t as for the frame correlation esti-
mator of Cappuccino and Espresso. As shown in Fig. 14,
though Espresso is fairly accurate, Cappuccino further
improves its accuracy by a large margin (e.g., Cappuccino
reduces around 27% discrimination errors with t = 60). As
shown by the curves, the discrimination accuracy of both
approaches decreases as t grows; while accuracy variation
becomes smaller as t goes larger. This is because the two
frames are unlikely to be associated when their time interval
is large, so that the frame correlation estimator can easily

=
o
o

o
©
v

0.90 —=— Cappucino

-e~- Espresso

True Positive Rate

0.05 010 0.15
False Negative Rate

0.00 0.20

Fig. 12. ROC curves of model components.

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on March 08,2024 at 09:08:15 UTC from IEEE Xplore. Restrictions apply.



HE ETAL.: SELF-SUPERVISED ASSOCIATION OF WI-FI PROBE REQUESTS UNDER MAC ADDRESS RANDOMIZATION

- 0.90

® —— Cappucino

3 0.88 -o- Espresso

®

=

8

©

£

E .

5 0.82 "°'--9..._&____

A bl T TN SR

2 0.80 T — -

60 120 180 240 300 360 420 480 540 600
Period T(s)

Fig. 13. Discrimination accuracy comparison in different lengths of
periods.

—=—~Cappucino —-=—-SeqNum

-—-=|E ceere-- RSS
0y
© 0.8 T ¥
=
S 06
2 ’ ‘Qh_s-_0_"'9""9-—'9——-9---9-—4
ke
204
£ bl bl
ST I e s o, s e
(%]
A0
0 0.0 — —_— dd i
60 120 180 240 300 360 420 480 540 600
Period T(s)

Fig. 14. Discrimination accuracy of model components in different
lengths of periods.

identify the additional frame candidates, introduced by the
increased 7, as non-associated ones.

We verify in Fig. 13 about the model substructures of
Cappuccino’s frame correlation estimator regarding the
frame attributes. We, in each time, keep one encoding struc-
ture from frame distance encoding (as shown in Fig. 4) to
investigate its contribution to the whole model. The figure
shows that the sequential encoding (information element) is
the most informative (with discrimination accuracy ~ 60%)
on frame association among the three attributes; while spa-
tial encoding (signal strength) and sequence number sepa-
rately discriminate associated pairs by accuracy ~ 20% and
~ 30%. Overall, their combination (i.e., Cappuccino) greatly
outperforms each of them by at least 30% discrimination
accuracy. This shows that Cappuccino is capable of utilizing
these frame attributes to complement with each other.

We verify the multi-frame association module in Figs. 15
and 16, which illustrate the homogeneity and completeness
of the frame sequences constructed by different association
methods, respectively. Since we are the first to consider
multi-frame association, we involve two additional related
comparison schemes for fairness: NN refers to the nearest
neighbor algorithm which associates a frame with the other
one of the highest correlation; Clustering denotes the
approach that applies DBSCAN [41] to cluster probe requests
based on the pairwise correlations. We plot the dynamics of
homogeneity (Fig. 15) and completeness (Fig. 16) under dif-
ferent time periods. Since each probe request can be exclu-
sively associated with another frame (or none), a single
mistaken decision may cause a domino effect on the
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Fig. 15. Homogeneity of the frame sequences constructed by different
association methods.
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Fig. 16. Completeness of the frame sequences constructed by different
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Fig. 17. Comparison to Espresso in terms of homogeneity.

remaining associations. NN considers only the local associa-
tion optimality and hence tends to fragment the frame
sequences, resulting in low completeness. By contrast, Clus-
tering achieves high completeness but low homogeneity. The
reason is that Clustering greedily associates frames. Such
unconstrained association tends to merge frame sequences
and leads to low homogeneity. Cappuccino employs the
minimum-cost flow approach to capture the global optimal-
ity and thus achieves a balanced performance between
homogeneity and completeness.

We further illustrates in Figs. 17 and 18 the benefits on
multi-frame association from the accurate frame correlation
estimator of Cappuccino: while being high homogeneity as
Espresso, Cappuccino improves the association complete-
ness (by 2-6% over time). Espresso shows low completeness
because it suffers ambiguity when a device emits more than
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Fig. 18. Comparison to Espresso in terms of completeness.

one frames within a mini-batch — the successor of the suc-
cessor frame may get a higher correlation probability.
Cappuccino’s frame correlation estimator leverages contras-
tive learning to guide all the correlation probabilities of
associated frames to be one; thus, it is less likely to fail in
this scenario with time decay (as shown in Eq. (6)).

Fig. 19 demonstrates the impact of the mini-batch inter-
val T in terms of homogeneity and completeness. The mini-
batch interval does not significantly affect the performance
since the overall standard deviations of homogeneity and
completeness are low (0.002 and 0.004, respectively). How-
ever, we can still observe that both homogeneity and com-
pleteness increase rapidly with the growth of 7" when T is
small (T" < 30s). With a large 7' (T' > 30s), the dynamics of
both metrics become gentle. On the other hand, the period
T also affects the system’s responsiveness (i.e., the delay of
outputting association results). To balance the association
performance and responsiveness, we choose 1" = 30s in the
system.

Fig. 20 demonstrates the V-measures of the frame
sequences constructed by different schemes under various
periods. V-measure can reflect the comprehensive perfor-
mance of frame association. We can observe that Cappuc-
cino outperforms the others in all the experimental periods.
The score of IEFpr declines significantly as time goes on.
This is because it cannot accurately distinguish between
devices under a large number of ambiguous frames and
thus results in low homogeneity. We have not included the
curve of TimeSig in the figure since its V-measure is
extremely low (< 0.1). The possible reason is that TimeSig
cannot well-characterize the inter-frame interval feature
from a limited number of frames in probing rounds since
the sensors only monitor a single channel.

We verify Cappuccino by probe requests with virtual
MAC addresses (the ground-truth association is captured
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Fig. 19. Homogeneity and completeness against the mini-batch interval
T
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by external sensors). Fig. 21 depicts the homogeneity, com-
pleteness and V-measure of the associated frame sequences
of the comparing schemes. Although SeqThresh perform
slightly better in homogeneity, they have much lower com-
pleteness and hence lower V-measure. This is because the
deterministic methods applied are easily affected by frame
ambiguities and noises, causing the incomplete association
in the sequences. TimeSig again has the worst performance
due to the lack of inter-frame interval features. It is noted
that Cappuccino outperforms Espresso by a limited margin
in the figure. This is reasonable because both Cappuccino
and Espresso are designed to tackle large-scale crowded
scenarios — it is hard to capture ground truths under virtual
MAC addresses in a large-scale shopping mall; only six
smartphones are used to capture ground truths. Neverthe-
less, Cappuccino shows balanced homogeneity and com-
pleteness in the figure, which is consistent with the
experiments with physical MAC addresses in Fig. 20.

We finally compare the computational time of the frame
correlation estimator (to compute one correlation probabil-
ity) between Cappuccino and Espresso in Table 2. Since the
frame correlation estimator of Cappuccino is based on deep
learning, we can leverage parallel computing on GPU to
reduce its computational time. We use an off-the-shelf GPU
for computation; we repeat each experiment for 50 times
and average the results. As shown in the table, both
approaches’ frame correlation estimator use ~ 2ms on CPU.
However, Cappuccino is much more computationally effi-
cient than Espresso when it is computed in batch on GPU.
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Fig. 21. Performance scores of the frame sequences constructed by dif-
ferent schemes (virtual MAC address).
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TABLE 2
Computation Time Comparison on Frame Correlation Estimator Between Cappuccino and Espresso
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Method Processor Batch size Computational time

Espresso Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz 1 1.8ms

Cappuccino Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz 1 1.6ms
NVIDIA GeForce RTX 2080 Ti 100 0.1ms
NVIDIA GeForce RTX 2080 Ti 1000 7.9us
NVIDIA GeForce RTX 2080 Ti 2000 7.51s
NVIDIA GeForce RTX 2080 Ti 3000 7.2us

Overall, Cappuccino’s frame correlation estimator is ~ 270
times faster than that of Epresso.

7 CONCLUSION

To protect user privacy, MAC address randomization has
been deployed on modern devices, where randomly gener-
ated virtual MAC addresses are used in probe requests. As
the MAC address from a single device changes randomly,
many identity-oblivious statistical analytic approaches such
as people counting, crowd flow estimation, and trajectory
inference are defeated. In this paper, we present Cappuccino
to establish the association between probe requests under
MAC address randomization. Cappuccino works on exist-
ing Wi-Fi infrastructure without specially designed hard-
ware, external localization systems, or offline device
calibration/training. It is able to self-adapt to new environ-
ments. Our scheme consists of two important modules:
frame correlation estimator and multi-frame association.
The correlation estimator leverages contrastive learning to
estimate frame correlation by jointly considering the multi-
ple modalities of frame attributes, including information
element, sequence number, and signal strength. On top of
that, Cappuccino models the multi-frame association as a
minimum-cost network flow problem, where the nodes rep-
resent the frames to be associated, and the edge weight is a
decreasing function of the frame correlation. We have
implemented Cappuccino and conducted extensive experi-
ments to verify its performance. Our results show that Cap-
puccino achieves remarkable performance in terms of
discrimination accuracy (> 80%) and V-measure scores
(> 0.85), which outperforms state-of-the-art by 27% dis-
crimination error reduction and 4% completeness improve-
ment on average.
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