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Abstract—A user’s movement path can be precisely and concisely
described as a concatenation of straight lines having the user’s turns
as their end points. Learning such a path description or representa-
tion from inertial measurement unit (IMU) sensors enables various
mobile and IoT applications, as it allows efficient processing of the
movement path data. It is, however, non-trivial to learn a succinct
yet accurate path description from IMU sensor readings in the
mobile device of a moving user on the fly due to the dynamically
changing behaviors and the technical difficulty in detecting the
user’s turns. We propose PATHLIT, a novel online path description
learning system based on IMU signals. PATHLIT learns position
vectors of a user from IMU sensor readings by our custom-made
self-attention network model. Once each position vector is learned,
PATHLIT also decides whether or not to take it as a part of the re-
sulting path description by our efficient online algorithm developed
under the minimum description length principle, which essentially
detects the user’s turns along the path. We conduct extensive
experiments on two large datasets. The experiment results show
that PATHLIT achieves superior performance over state-of-the-art
algorithms by up to 50% in absolute trajectory error using only
15% of trajectory data points.

Index Terms—IMU, path recovery, online turn detection,
minimum description length.

I. INTRODUCTION

A MOVEMENT path of a user in the two-dimensional space
can be succinctly described by straight lines interspersed
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Fig. 1. Acceleration signals from a phone held in hand while a user is walking.

with the user’s turns, which we refer to as a path description,
since people usually do not walk randomly. It is important to
learn the path descriptions efficiently “on the fly” from the
readings of inertial measurement unit (IMU) sensors in users’
Internet of Things (IoT) devices. For instance, path descriptions
can be leveraged for real-time applications such as augmented
and virtual reality applications [1], [2]. They can also be used to
enable smart city applications at scale, such as indoor pathway
learning [3], indoor navigation [4], and robot cleaning [5], due
to their succinct representations of movement paths that allow
efficient processing, storage, and transmission of the path data.

It is, however, challenging to learn such a path description
since we need to recover its movement path and detect its
associated user turns accurately on the fly. When recovering
the movement path of a user from IMU readings, a small change
in the user’s walking behavior, referred to as context, can lead
to substantial changes in the sensor readings. For example, the
walking context changes, when a moving user with a phone in
hand encounters and greets someone by waving the hand holding
the phone, as shown in Fig. 1. Thus, such a small context change
makes accurate path recovery non-trivial. This path recovery
problem has been studied in the literature, but existing solutions
still have their own limitations.

Earlier studies [6], [7], [8] focus on learning a simple linear
model for step length estimation from IMU readings since it boils
down to the step length estimation, assuming the direction of
each step can be estimated accurately. Observing that the model
parameters are specific to walking contexts, a few later studies
build different linear models for different walking contexts and
use an appropriate model by classifying the current walking
context [9], [10]. They, however, require a non-trivial process
of collecting IMU readings for different walking contexts (with
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manual context labelling). In addition, other recent studies [11],
[12], [13] leverage a long short-term memory (LSTM) model to
recover a movement path by obtaining a sequence of estimated
displacement or velocity vectors, without requiring any context
classification. Nonetheless, while the rationale behind the use
of the LSTM model is that the patterns in the IMU readings
would have strong temporal correlations, context changes in
users’ walking behaviors could make their IMU readings little
correlated.

On the other hand, when the movement path of a moving
user is recovered from a stream of IMU readings, it can be
wasteful and costly to store all the positional information for the
recovered path, which is a set of position vectors (or coordinates
of points along the path) that grows and expands over time. This
problem can be even more critical when it comes to IoT devices
with limited storage space. Thus, it is desirable to identify, in
real time, which position vectors are crucial for a succinct yet
accurate path description to represent the movement path that is
being recovered. It boils down to the problem of detecting the
user’s turning points on the path on the fly, but it remains largely
unsolved in the literature.

Prior studies [14], [15], [16] on the turn detection problem
generally focus on the offline scenario where user turns are
detected once the whole path information is available, i.e., after
the user’s movement is complete. Thus, they cannot be used for
detecting turns on the fly for real-time applications. In addition,
a thresholding method could be used to detect the user’s turns
by assuming that the user makes a turn if the directional change
is above a predefined threshold [17]. However, such a method
requires careful calibration of the threshold value, and it is also
prone to errors when the IMU readings are noisy. Others [4],
[18] leverage indoor maps for turn detection. It is, however,
impractical to require an indoor map for every indoor setting.

In this paper, we propose PATHLIT, a novel online PATH
description Learning system based on IMU signals from IoT
devices. PATHLIT learns a path description from a stream of
IMU readings by solving the problems of recovering a user’s
movement path and detecting the user’s turns from the path
simultaneously and on the fly. Here the resulting path description
is a sequence of position vectors for turning points. The salient
features of PATHLIT are that it is context-agnostic in the sense
that it does not require context classification or prediction,
and the path description is obtained in a principled manner by
optimizing the tradeoff between the preciseness and conciseness
of its representation without any predefined parameter.

PATHLIT first uses a multi-head self-attention network model
which is tailor-made to effectively learn a user’s movement path
from a stream of IMU readings without context inference. The
rationale behind the design of this model is to capture short-term
correlations within IMU signals rather than their long-term cor-
relations that have been mainly explored in the prior work [11],
[12], [13], since walking context changes make the IMU signals
less correlated in the long term, yet in an arbitrary manner. The
IMU readings are first divided into short sequences of equal
length. These sequences are then continuously fed into the model
to learn their corresponding velocity vectors, which are then
converted into displacement vectors and, eventually, position
vectors.

Fig. 2. Movement path versus path description.

While a concatenation of the learned position vectors rep-
resents the user’s movement path, it would not be a succinct
representation. Thus, whenever a new position vector is learned
by the self-attention network model, PATHLIT next decides
whether to keep this position vector as a turning point or dis-
card it, leading to a succinct and accurate path description that
consists of the position vectors chosen as turning points. This is
done by our online turn detection algorithm, which is developed
under the minimum description length (MDL) principle [19].
We empirically demonstrate that this online algorithm not only
results in a compact path description but also improves the
accuracy of the recovered movement path.

A path description is considered to be precise or have high
fidelity, when it contains all crucial user turns (and possibly a few
extra ones) that can recover the path without much deviation. It
is also considered to be concise or have low complexity, when it
contains as few turns as possible, possibly less than the number
of true turns. Our goal here is to find a path description that
strikes a balance between its preciseness and conciseness. We
thus leverage the MDL principle, which is to find the best (yet
unknown) model, i.e., the best path description, that optimizes
the tradeoff between the model’s complexity, i.e., path descrip-
tion length, and fidelity, i.e., deviations of the path description
from the path. See Fig. 2 for an illustration.

However, the MDL principle is not a method, which means
that it does not provide how to obtain the optimal model and
neither does it provide an explicit problem formulation. Thus, we
first introduce a notion of MDL cost to define the complexity and
fidelity of a model so that the optimal model can be properly de-
fined under the MDL principle. Because it still remains unknown
how to obtain the optimal model, we formulate the problem as
an MDL cost minimization problem. We then formally establish
that its offline optimal solution can be obtained by solving an
equivalent shortest-path problem on a weighted directed acyclic
graph when the whole path information is available. We finally
present MET, our MDL-based online turn detection algorithm. It
is an efficient online algorithm of time complexity O(αmaxN)
that allows us to find a succinct yet accurate path description
on the fly based only on the path recovered so far, where N
is the total number of points (position vectors) on a movement
path, and αmax is the largest number of points between two
consecutive turning points detected.

Our contributions can be summarized as follows:
� Context-agnostic path recovery: We develop a multi-head

self-attention network model to recover users’ movement
paths from IMU readings in their mobile devices while
being agnostic to how they carry the devices. The model is
judiciously customized to capture short-term correlations
in the IMU readings for accurate path recovery.

� Novel turn detection algorithm: We demonstrate that the
turn detection problem under the MDL principle can be
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solved by solving its equivalent shortest-path problem on a
weighted directed acyclic graph. This problem equivalence
allows us to obtain an (offline) optimal solution when the
complete path information is available. In addition, as an
integral component of PATHLIT, we develop an efficient
online algorithm named MET to detect turning points on
the fly based only on the path recovered so far, without
requiring any parameterization or calibration of threshold
values.

� Extensive experiments: We validate the effectiveness of
PATHLIT on the RoNIN open dataset and our campus
dataset. The datasets contain sequential IMU signals col-
lected for a wide range of path trajectories while having
different walking contexts, such as devices being used for
messaging or taking photos and devices being in bags or
pockets. Experiment results show that PATHLIT achieves
high accuracy in path recovery and outperforms state-of-
the-art algorithms significantly (by up to 50% in absolute
trajectory error while just maintaining around 15% of the
total location data points). Furthermore, we discuss the
feasibility of MET for trajectory compression by showing
its superior performance over state-of-the-art compression
algorithms on the Microsoft GeoLife dataset (by up to 25%
in absolute trajectory error).

The rest of this paper is organized as follows. We provide
a system overview of PATHLIT in Section II. We then present
how to recover user paths in Section III. We elaborate on the turn
detection problem under the MDL principle and our turn detec-
tion algorithm MET in Section IV. We next present illustrative
experiment results in Section V. We review the related work in
Section VI and further discuss how to incorporate measurement
data from other sensors and leverage more advanced orientation
estimation techniques in Section VII. Finally, we conclude in
Section VIII.

II. SYSTEM OVERVIEW

When a user is moving, six IMU sensor readings (three from
an accelerometer and another three from a gyroscope) are col-
lected in the user’s mobile device at a given sampling frequency.
Note that the IMU readings cannot be used as they are, as they
depend on the coordinate system of the mobile device, whose
orientation keeps on changing over time. The device coordinate
system is defined relative to the device’s screen, and the IMU
readings are collected with respect to this device coordinate sys-
tem, which can change due to the orientation changes. Thus, they
are always transformed into the global coordinate system, which
is aligned based on gravity and standard magnetic orientation
and used as a reference coordinate system.1

Given a set of six IMU sensor readings, PATHLIT first recov-
ers the corresponding segment of the movement path of the user
via a multi-head self-attention network model. Specifically, it
infers the velocity vector (speed and direction) of the segment
from which the coordinates of the ending point of the path
segment are obtained. PATHLIT then decides whether (or not)

1Note that the rotation of the device along x-, y-, z-axis is measured by pitch,
roll, and azimuth, respectively, which are available information in most mobile
devices and used for the transformation.

to keep the coordinates via our MDL-based online algorithm
MET. Thus, we obtain a path description, which is a collection
of the coordinates of the points along the path that are considered
‘turning’ points. These operations in PATHLIT are done on the
fly for every set of six IMU readings.

While the details of our multi-head self-attention network
model shall be explained in Section III, the model is trained
offline as follows. Given a movement path, or more specifically,
a stream of six IMU readings collected during the path trajectory,
it is first divided into smaller sequences of equal length, each
of which is associated with its (ground truth) velocity vectors.
We set each sequence to a two-second time window in this
work, while we also discuss the impact of different sequence
lengths on PATHLIT’s performance in Section V. The entire
set of sequences are then all taken into the model in parallel
instead of being taken sequentially. This way the model is able
to capture correlations between the signal patterns that appear
in different sequences, which are not necessarily right next to
each other, as it is one of the salient features of self-attention
networks compared to recurrent neural networks. The output of
the model is a set of estimated velocity vectors for the given
set of sequences per movement path. Thus, the model is built in
a way that minimizes the difference between the ground-truth
velocity vectors and the estimated velocity vectors.

As the output of its online inference, PATHLIT generates
an estimated velocity vector for a segment of the path, which
is then converted to the coordinates of the ending point of
the segment. PATHLIT next uses its turn detection algorithm
MET to decide whether to keep the coordinates. This online
algorithm is developed as an online counterpart of the offline
optimal algorithm to detect optimal turning points along the path.
Assuming that the whole (estimated) trajectory information is
available, we formulate a turn detection problem from the MDL
principle and formally demonstrate that it is equivalent to solving
a shortest-path problem on a weighted directed acyclic graph,
which naturally leads to the offline optimal algorithm. The
details of the offline optimal algorithm and its online counterpart
MET shall be explained in Section IV. Fig. 3 summarizes the
overall system architecture of PATHLIT.

III. CONTEXT-AGNOSTIC PATH RECOVERY

In this section, we explain the details of our multi-head
self-attention network model to infer the movement path of a
user from the IMU signals in the user’s mobile device. While
the multi-head self-attention network architecture was proposed
in [20], it was originally developed for NLP. We first provide a
brief introduction to the self-attention network and then explain
how a stream of IMU signals, which are time-series data, are
leveraged along with the self-attention network model for the
movement path recovery.

A. Preliminaries on Self-Attention Networks

The self-attention network takes in a sequence of inputs and
results in their corresponding output sequence. For instance, in
the translation task in NLP, it takes in a sequence of words
in one language and translates them into a sequence of words
in another language. The self-attention network commonly has
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Fig. 3. System diagram of PATHLIT.

Fig. 4. Illustrating the attention mechanism on a sequence of signals under
different contexts. Thicker lines indicate higher attention.

an encoder-decoder architecture. Taking the translation task as
an example, the encoder first processes the input sequence of
words to learn the attention weights, or correlations, between
each pair of the words. The attention weights are then shared
with the decoder layers. In the decoder, the embedding of a
token that corresponds to a word is taken as an input at a time.
Together with the learned attention weights from the encoder, the
embedding is used to predict the next word in another language
until the translation is done or a predefined length is reached.
Details on the encoder-decoder architecture used in PATHLIT
shall be presented in Section III-C.

In PATHLIT, a sequence of IMU signals are taken into the self-
attention network to generate a sequence of their corresponding
velocity vectors such that the user path can be recovered ac-
curately. The sequence of IMU signals taken into the network
might be obtained while under different contexts, as shown in
Fig. 4, where the signals under different contexts are denoted
with different colors. Note that a window of IMU signals for a
short period of time can be thought of as a word in the translation
task. The network is then able to learn attention weights (or
pairwise correlation) between each pair of signal windows,
which allow us to capture which ones are similar to each other.
The signal windows under similar contexts would have higher
attention scores and thus lead to similar velocity vectors. Hence,
we leverage the attention mechanism in PATHLIT to infer the
velocity vectors under different contexts automatically, without
manually specifying the contexts beforehand or afterwards.

There are two main advantages of using a self-attention net-
work over a recurrent neural network network (RNN) for our
problem. First, the computation in the self-attention network is
done in parallel for a sequence of signals, making it much more
efficient compared with RNN which needs to process the signals

Fig. 5. Network inputs and outputs.

one by one in a sequential order. Second, the self-attention
network allows us to focus on signals under similar contexts in
predicting velocity vectors without attending to other patterns,
which improves the model performance substantially. However,
in RNN, as the signals have to be processed in order, the outputs
of RNN could be influenced by the earlier parts of signals that
might have been under distinct patterns, thereby possibly leading
to unsatisfactory prediction performance.

B. Network Inputs and Outputs

Recall that the IMU sensors in a mobile device are an ac-
celerometer and a gyroscope, each of which has three axes,
namely x-, y- and z-axis. Given a sampling rate, the two sensors
generate a total of six sensor readings at each sampling time.
Let s1, s2, and s3 be three d-dimensional column vectors to
represent streams of the accelerometer readings (or samples)
along the x-, y-, and z-axis, respectively, obtained while a user
is moving. Similarly, we define s4, s5, and s6 for the streams of
the three-axis readings from the gyroscope. Here the dimension
d of each vector si is the total number of readings during a user’s
path trajectory, which is the sampling rate times the total travel
time by the user for the trajectory.

As shown in Fig. 5, we first construct a d× 6 signal matrix
S := [s1 s2 . . . s6] as a horizontal concatenation of the six
vectors. In other words, this signal matrix S represents a stream
of six IMU sensor readings. We then divide the signal matrix S
into two-second sequence matrices of size ds × 6, where ds is
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the number of sensor readings collected for two seconds along
each sensor axis. In other words, the signal matrix S is divided
into �d/ds� sequence matrices. Let Sk := [sk1 sk2 . . . sk6 ] ∈
Rds×6 be the k-th sequence matrix, where ski indicates the
k-th ds-dimensional sequence vector obtained from si for i =
1, 2, . . . , 6 and k = 1, 2, . . . , �d/ds�.

Fix k. We next obtain an embedding matrix of size ds × dem
from each sequence matrix Sk via a linear transformation with
a learnable weight matrix WS ∈ R6×dem . We also introduce
positional encodings to account for the order of the embed-
dings obtained from the collections of six sensor readings. Each
position encoding is a representation of the position of each
collection of six sensor readings among the ds collections.
The dimension of this representation is the same as that of
each embedding. Specifically, for each sequence matrix Sk, we
define the following positional encoding matrixP ∈ Rds×dem to
encode the positions of rows in Sk, where each row corresponds
to a collection of six sensor readings at a sampling time. Each
entry of P is given by

P(i,2j)=sin
(
i/f2j/dem

)
, and P(i,2j+1)=cos

(
i/f2j/dem

)
,

where j is the index of the j-th dimension with 0 ≤ j < dem/2,
and f is some constant to control the cyclic pattern of each
sinusoidal function, which is set to 10000 as in [20]. To summa-
rize, we first have a d× 6 signal matrix S from the streams
of six sensor readings obtained during a user’s path trajec-
tory and divide S into ds × 6 sequence matrices. Then, from
each sequence matrix Sk, we finally have a ds × dem input
embedding matrix Λk := SkWS +P, which is obtained by a
linear transformation with WS and then by incorporating the
positional encoding matrix P.

While each input embedding matrix Λk can be used as an
input into the self-attention network model, we use a sliding win-
dow of ns input embedding matrices as an input. The rationale
behind this is to learn a better representation by capturing possi-
ble correlations between IMU signal patterns over a longer time
span, i.e., 2ns seconds, while still limiting to each two-second
sequence for inference. We use ns = 5 in this work. Let Uk be
the k-th sliding window of ns input embedding matrices, which
is defined as a vertical concatenation of the ns matrices, i.e.,
Uk := [Λk−ns+1;Λk−ns+2; . . . ;Λk] ∈ Rnsds×dem , where ‘;’
indicates the vertical concatenation of the matrices. Note that the
first ns − 1 sliding windows are constructed with zero-matrix
padding to match the dimension.

In addition, for a collection of six sensor readings at each
sampling time, the self-attention network model outputs its
corresponding estimated velocity vector v̂ := [v̂x, v̂y] in the
two-dimensional space. In other words, for each inputUk , which
is a sliding window of ns input embedding matrices, it outputs
a collection of estimated velocity vectors, i.e.,

V̂k :=
[
v̂(k−ns)ds+1; v̂(k−ns)ds+2; . . . ; v̂kds

]
∈ Rnsds×2.

On the other hand, for model training, we have a ground truth
velocity vi for the i-th collection of six sensor readings, which
is obtained by calculating the difference of two position vectors

Fig. 6. Training and inference of our self-attention network model.

of the user at two seconds apart, i.e.,

vi :=
xi+ds

− xi

2
, (1)

where xi and xi+ds
denote the location vectors of the

user at the i-th sampling time and the (i+ ds)-th sam-
pling time (two seconds later), respectively. Letting Vk :=
[v(k−ns)ds+1;v(k−ns)ds+2; . . . ;vkds

], we use the following loss
function for model training:

loss :=
∑
k

‖Vk − V̂k‖F , (2)

where ‖ · ‖F is the Frobenius norm. Note that all the velocity
vectors with negative indexes are again padded with zero vectors
for both ground truth and estimated ones. Fig. 3 depicts a
summary of the overall operation explained above.

When it comes to inference, we use the origin (0,0) as the
starting position x̂0. Whenever a new two-second sequence
of six sensor readings, i.e., Sk, is available, we construct
an input matrix Uk with historical data (padded with zeros
if there are not enough historical data), which leads to its
corresponding estimated velocity matrix V̂k. From V̂k, we
only take a new collection of the estimated velocity vectors
[v̂(k−1)ds+1; v̂(k−1)ds+2; . . . ; v̂kds

] that correspond to the new
two-second (input) sequence Sk. By noting that the velocities
do not change much within a two-second window, we use the
average of the estimated velocity vectors in inferring the position
of the user, which is given by

v̄k :=
1

ds

ds∑
i=1

v̂(k−1)ds+i. (3)

An illustrative example of the training and inference processes
is provided in Fig. 6.

For the k-th input sequence Sk, the displacement vector that
the user makes for two seconds can be estimated as 2v̄k. The
k-th position vector x̂k can then be estimated as

x̂k := x̂k−1 + 2v̄k. (4)

Therefore, the user’s movement path recovered based on N
two-second sequences of IMU signals is finally represented as
{x̂0, x̂1, . . . , x̂N}.

C. Network Structure

We develop a multi-head self-attention network model that
has an encoder-decoder architecture and is adopted from [20].
We first consider its encoder structure. Since each input Uk is
fed into the model independently and identically, we hereafter
drop the subscript k and use U to denote an input matrix for
brevity, unless otherwise noted.

Given an input matrix U ∈ Rnsds×dem , we extract feature
representations via linear transformations with three dem × dem
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Fig. 7. Encoder of the multi-head attention network.

learnable weight matricesWQ,WK , andWM . Specifically, we
have the following nsds × dem matrices:

Q := UWQ, K := UWK , and M := UWM .

Here, rows of Q, K, and M are called queries, keys, and values,
respectively. We then obtain weighted sums of feature represen-
tations via the self-attention mechanism, which is defined by

Attention(Q,K,M)

:= softmax
(
QKT /

√
dem

)
M ∈ Rnsds×dem ,

where the scaling factor 1/
√
dem is introduced to avoid vanish-

ing gradients, softmax(·) indicates a row-wise softmax normal-
ization function, andT stands for the transpose operation. Recall
that each row ofU corresponds to a collection of six IMU sensor
readings at a sampling time. The scaled dot product between
the feature representations of two different collections (a row
of Q and another row of K) indicates their similarity score.
Thus, the self-attention leads to weighted sums of value feature
representations with the weights proportional to the similarity
scores.

To further improve the model performance, as shown in Fig. 7,
we adopt the multi-head attention mechanism to transform the
input matrix U into multiple representation subspaces. The
matrices Q, K, and M are first linearly projected to h different
subspaces. Each linear projection is done independently via
the same self-attention mechanism (yet with different weight
matrices). They are then concatenated horizontally and fed
into a linear layer (i.e., a linear transformation), which outputs
final nsds × dem representations of the input matrix U. The
multi-head attention mechanism is summarized as follows:

MultiHead(Q,K,M) := [head1 head2 . . . headh]WO,

with headi := Attention
(
QWi

Q,KWi
K ,MWi

M

)
,

where WO is a dem × dem learnable weight matrix, and Wi
Q,

Wi
K , and Wi

M are dem × dem/h learnable weight matrices for
i=1, . . . , h. This completes the operation of an encoder layer.
In this work, we use a stack of encoder layers, where each of
them has the same structure and takes the output of the previous
layer as an input (except the first/bottom layer). The number of
the encoder layers is a hyperparameter.

We next turn attention to the decoder structure. Since it is
similar to the encoder structure, we here focus on its main
structure. The decoder takes the output of the encoder, which
is the final representations of Uk, as an input and outputs its
corresponding predicted velocity matrix V̂k. The decoder has a
self-attention layer followed by an encoder-decoder attention

Fig. 8. Visualization of embeddings learned.

layer. The self-attention layer is the same as the one in the
encoder. While the encoder-decoder attention layer also works
based on the same self-attention mechanism, it takes in the
queries Q from the self-attention layer and the keys K and the
values M from (the last encoder layer of) the encoder. Since K
and M are the key and value representations of the input matrix
Uk (a sliding window of ns input sequences), this allows the
decoder to attend to all positions in the input sequences. As in
the encoder, we use a stack of decoder layers, where the number
of the decoder layers is a hyperparameter. The output of the last
encoder layer finally goes through the final linear and softmax
layers to obtain the velocity matrix V̂k.

Note that the velocity matrix V̂k is used along with the
ground-truth velocity vectors to calculate the loss in (2) and build
our model that minimizes the loss. When it comes to inference,
it is used to recover the user’s movement path as in (3) and (4).
The rest of the encoder-decoder architecture is the same as the
one in [20].

To demonstrate the effectiveness of our self-attention network
model, we carry out a small experiment to visualize the embed-
dings learned from our model and LSTM [13]. In the experiment,
a user is asked to walk along a path with a phone in the user’s
hand. While walking, the user first swings his arms and then
makes a phone call. Once the call is done, he swings his arms
again. Each posture lasts for about 20 seconds. As shown in
Fig. 8, our model is able to better separate the embeddings
of signals under different contexts because the self-attention
network focuses on learning patterns from the signals under the
same context, whereas LSTM can hardly avoid the influence of
historical signal data that were under a different pattern.

IV. MDL-BASED TURN DETECTION

In this section, we first explain the preliminaries of the MDL
principle. We then present the turn detection problem under the
MDL principle, assuming that the whole path information is
available. We formally establish its equivalence to a shortest-
path problem on a weighted directed acyclic graph. We finally
propose MET, an efficient greedy algorithm with linear time
complexity for real-time turn detection.

A. Two-Part MDL Principle

We first tackle the (offline) problem of detecting turning points
along a recovered movement path so that the path is described
by a concatenation of straight lines, whose end points are the
detected turning points, in a concise manner, i.e., low complexity,Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on November 07,2024 at 00:16:33 UTC from IEEE Xplore.  Restrictions apply. 



ZHUO et al.: ONLINE PATH DESCRIPTION LEARNING BASED ON IMU SIGNALS FROM IoT DEVICES 11895

while keeping the description as precise as possible, i.e., high
fidelity. We assume, for now, that the set of position vectors for
the movement path is available. We will later explain how this
turn detection can be done on the fly while the movement path
is being recovered.

Let D := {x0,x1, . . . ,xN} be a movement path recovered
by the self-attention network model in PATHLIT, where xi indi-
cates the i-th position vector or the coordinates of the i-th point
on the path, andN is the total number of the points along the path,
except the origin x0. We here use xi instead of x̂i for brevity. In
addition, we refer to two end points of the path and turning points
along the path as path delimiters, or simply, delimiters. Define
a set of the indexes of the delimiters B := {b0, . . . , bm} such
that 0 = b0 < · · · < bm = N and bi ∈ {0, 1, . . . , N}. Note that
m = |B| − 1. Then, the problem here is to find the optimal
delimiter set B� under the MDL principle.

The idea is to transform this problem into a model selection
problem. Observe that B is the only unknown parameter of a
model f(·|B), which specifies how we represent or describe
a path by using the delimiter set B. For example, f(D|B)
represents path D by the delimiter set B. In this work, we
consider that f(·|B) is the sum of the euclidean distances
between two consecutive delimiters in B. Then, letting L :=
{1, 2, . . . , N − 1}, we define the class of the candidate models
asF := {f(·|B) : B\{0, N} ⊂ L}. For a path, there are 2N−1

models in total since each point along the path is either included
or excluded in a model while the two end points of the path
are always in the model. We hereafter use B to denote its
corresponding model f(·|B) and B� to denote the optimal
model f(·|B�) ∈ F for simplicity, unless a confusion exists.

For the model selection problem, Rissanen [21] suggests using
the code length as a means to compare two parts of different
models, namely model complexity and model fidelity. For a
model, the former indicates how long the code length of this
model is and the latter specifies how well this model encodes the
data. Here the best model is the one that describes the data with
the shortest code length (or the minimum description length).
The key idea is to split the representation of data into two parts,
i.e., the encoding length of a candidate fitted model and the
encoding length of the data given the model, as follows. Letting
L(“data′′) be the encoding length of the data, we have

L (“data′′) = L (“fitted model′′)

+ L (“data given fitted model′′) ,

where L(“data′′) is also called the MDL cost. The best model
is the one minimizing the MDL cost. This is the two-part MDL
principle. Note that it still remains unknown how to obtain the
best model.

In this work, we adopt this MDL principle to find the best
model B� that achieves the shortest description of a movement
path, which is the optimal solution to the original turn-detection
problem. For a path D, let L(D) denote the MDL cost of D. It
can then be decomposed into

L(D) = G(B) + Z(D|B), (5)

where G(B) and Z(D|B) represent the code length of the
model B that describes the path D and the one of the path D
given the modelB, respectively. In other words,G(B) indicates

Fig. 9. Model complexity versus model fidelity.

Fig. 10. An example path and a path description.

the complexity of the model B, i.e., the sum of the distances be-
tween two consecutive delimiters in B, and Z(D|B) indicates
the fidelity of B, i.e., how well the model B describes the path
D by preserving the shape and orientation of the path.

B. MDL Cost for Turn Detection

We next show how exactly the turn detection problem is
formulated as an MDL cost minimization problem. Note that
the MDL cost needs to be defined explicitly as the MDL
principle does not provide any such definition. Fig. 9 provides
an illustration of model complexity and model fidelity under
our problem. On one hand, a concise (low complexity) path
description requires as few delimiters as possible. The lowest
complexity is achieved when the model only contains the starting
and ending points of the path. On the other hand, a precise (high
fidelity) description requires as many delimiters as possible.
The maximal fidelity is achieved when the model contains the
coordinates of all the points along the path as delimiters. There
is clearly a tradeoff between complexity and fidelity, so it is
desirable to achieve the optimal tradeoff in describing a path.

Consider a path D. Let len(xi,xj) be the length of a line
segment with two end points being xi and xj for 0≤ i<j≤N .
We define the model complexity G(B) as the sum of the lengths
of the segments connected by two consecutive delimiters in B,
which is given by

G(B) :=

|B|−1∑
i=0

log2
(
len(xbi ,xbi+1

)
)
. (6)

For the most concise case, i.e., having the starting and ending
points of the path D as the only delimiters, we can see that it
minimizes G(B). This is due to the triangle inequality.

To measure the model fidelity Z(D|B), we first define two
types of distances, namely angular distance d∠ and perpendic-
ular distance d⊥. As depicted in Fig. 10, suppose that we have
two line segments si and ηj , where si is the segment connected
by two consecutive delimiters (e.g., x0 and x4 in the figure) and
ηj is the segment formed by the coordinates of two consecutive
points that appear between the two delimiters (e.g., x1 and x2

in the figure). Letting len(ηj) be the length of segment ηj , we
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define the angular distance between si and ηj by

d∠(si,ηj) := len(ηj) · sin (min{θij , 90◦}) ,
where θij is the angle between si and ηj in degrees. We also
define the perpendicular distance between si and ηj by

d⊥(si,ηj) :=
l2⊥1(si,ηj) + l2⊥2(si,ηj)

l⊥1(si,ηj) + l⊥2 (si,ηj)
,

where l⊥1(si,ηj) is the shortest distance from one end point of
ηj to si, and l⊥2(si,ηj) is the one from another end point of
ηj to si. It is the counter-harmonic mean between l⊥1(si,ηj)
and l⊥2(si,ηj), which penalizes more on the deviation from
the path than other mean measures [22]. Here we assume
that d⊥(si,ηj) = 0 if l⊥1(si,ηj) = l⊥2(si,ηj) = 0. Note that
limx,y→0(x

2 + y2)/(x+ y) = 0. Letting

d∠,⊥(si,ηj) := log2(d∠(si,ηj)) + log2(d⊥(si,ηj)),

we define the model fidelity Z(D|B) by

Z(D|B) :=

|B|−1∑
i=0

bi+1−1∑
j=bi

d∠,⊥
(
(xbi ,xbi+1

), (xj ,xj+1)
)
.

(7)
Note that when all points are selected as delimiters, the angular
and perpendicular distances between a segment and itself are
zeros, in which case Z(D|B) is minimized, i.e., the maximal
fidelity is achieved. Note that in the case of x = 0 for log2(x),
we use limx→0 log2(x) = −∞.

As mentioned before, there is a clear tradeoff between model
complexity G(B) and model fidelity Z(D|B). G(B) increases
with increasing size of the set B, while Z(D|B) tends to
decrease as B expands. Thus, our problem of finding the best
model (or the optimal delimiter set) B� now becomes the one of
achieving the optimal tradeoff, which is formally given by the
following MDL cost minimization problem:

P : B� = argmin
B

G(B) + Z(D|B).

C. Optimal Turn Detection

We are now ready to find the optimal solution B� to P . To
this end, we establish that the problem P is equivalent to a
shortest-path problem on a weighted directed acyclic graph.

Consider a path D={x0,x1, . . . ,xN}, where without loss
of generality we assume that the indexes of the points along
the path are ordered by their timestamps. The indexes of the
points used as delimiters in B are then also ordered. We first
construct a graph G of N+1 nodes, where node i corresponds
to point xi along the path D, and a directed edge eij is added
from node i to node j if xi appears before xj in D. Note that
this graph is directed and acyclic. In addition, letting Di,j :=
{xi,xi+1, . . . ,xj} be the path segment (the sub-path) between
xi and xj , and if xi and xj are the only two delimiters in Di,j ,
then we see from (5) that the MDL cost L(Di,j) between xi

and xj becomes

L(Di,j) := G({i, j}) + Z(Di,j |{i, j}). (8)

Then, we have the following result:
Theorem 1: Let wij be the edge weight of a directed edge

from node i to node j in G. If the edge weight wij is set to the

MDL cost in (8), i.e., wij := L(Di,j), then the problem P is
equivalent to the problem of finding the shortest path (or the
minimum-weight path) from node 0 to node N on G.

Proof: Fix B. Observe that (6) and (7) are additively sep-
arable. Thus, we see that L(D) can be written as the sum of
L(Di,j) over all the ordered pairs (i, j) of the indexes of two
consecutive delimiters in B. In addition, we observe that the
nodes on G that correspond to the delimiters in B form a path
on G, i.e., a sequence of nodes where each node in the sequence
has a directed edge into the node next to it, i.e., bi → bi+1. Thus,
since wij = L(Di,j) for each edge from i to j, the weight of the
path on G, which is the sum of the weights of the directed edges
comprising the path, becomes identical to L(D) for a given B.
Therefore, P is equivalent to finding the shortest path (or the
minimum-weight path) from node 0 to node N on G. �

It is worth noting that edge weights can be negative due to the
logarithm in (6) and (7). Thus, the shortest path problem can be
generally solved by Bellman-Ford algorithm [23]. Since it is a
shortest path problem on a weighted directed acyclic graph, it can
also be solved more efficiently by using topological sorting [24].

D. MET – An Efficient Online Algorithm

Observe that the shortest path algorithm is only applicable
offline, i.e., when the entire path information is available, as it
needs to calculate the MDL cost for every node pair. Thus, we
below propose an efficient online algorithm MET, to achieve
the real-time detection of turning points along the movement
path of a user. MET is an integral part of PATHLIT by allowing
PATHLIT to determine, in real time, whether to keep the coor-
dinates of each end point of a two-second segment learned by
the self-attention network model in PATHLIT.

We can see from (6) and (7) that once a point along the path
is accepted as a delimiter, the MDL costs up to the point remain
the same and all the points that appear before this point are not
needed for computing the MDL costs afterward. Suppose that
the last detected delimiter isxbi , and the user’s current position is
xk (bi < k). Note that no point is considered a delimiter (or turn)
in {xbi+1, . . . ,xk−2}. Our online algorithm is then to determine
whether xk−1 is a turn or not by considering the points between
xbi and xk.

Letting Dbi,k := {xbi ,xbi+1, . . . ,xk}, we decide whether
to accept or reject xk−1 as a turn (or delimiter). Let Ak−1 be
the event that xk−1 is accepted as a turn and Āk−1 be the event
that xk−1 is rejected as a turn. We then define two MDL costs
C(Ak−1) and T (Āk−1) by

C(Ak−1) := G({xbi ,xk−1,xk})
+ Z(Dbi,k|{xbi ,xk−1,xk}),

T (Āk−1) := G({xbi ,xk}) + Z(Dbi,k|{xbi ,xk}),

respectively. Then, if C(Ak−1) < T (Āk−1), xk−1 is accepted as
a turn and the position index k−1 is added as a new delimiter
into the setB. Otherwise, it is rejected. Upon the arrival ofxk+1,
we repeat the process to decide whether to accept xk as a turn.
The whole algorithm operation is summarized in Algorithm 1.
We have the following result on its time complexity.
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Algorithm 1: MET.

Theorem 2: Consider a pathD={x0,x1, . . . ,xN}. Suppose
that k delimiters along the path D are detected by MET in
Algorithm 1. Let αi be the number of location points be-
tween two consecutive delimiters xbi−1

and xbi (inclusive),
i=1, 2, . . . , k, where xb0 = x0. The time complexity of MET
is O(αmaxN), where αmax :=max{α1, α2, . . . , αk}.

Proof: We first analyze the time complexity of MET in
Algorithm 1 when processing new points arriving after iden-
tifying the latest delimiter, say, xbi−1

, until after the next de-
limiter xbi is identified, i = 1, 2, . . . , k. Since αi is the total
number of points between the delimiters (inclusive), and the
delimiter xbi−1

has already been determined up on arrival of
xbi−1+1, it boils down to analyzing the time complexity of
executing the iterations in the while loop for αi − 1 points, i.e.,
xbi−1+2,xbi−1+3, . . . ,xbi−1+αi

. Note that the next delimiter xbi

is determined up on arrival of the point next to xbi , which is
xbi−1+αi

.
Observe that each iteration in the while loop is mainly gov-

erned by the operations of computing the MDL costs C(Ak−1)
and T (Āk−1) at Lines 3 and 4, respectively, because all the other
operations take constant time, i.e., O(1). Here, k=bi−1+j,
where j=2, 3, . . . , αi. In addition, from (6), we see that the
computations of G({xbi ,xk−1,xk}) and G({xbi ,xk}) take
O(1), since their corresponding set sizes of B in (6) are three
and two, respectively. Also, from (7), we see that the time
complexity of computing each of Z(Ds|{xbi ,xk−1,xk}) and
Z(Ds|{xbi ,xk}) is linearly proportional to |Ds|, which grows
from two toαi. Thus, the time complexity of executing the itera-
tions in the while loop forαi − 1points is

∑αi

j=2 O(j) = O(α2
i ),

i = 1, 2, . . . , k.
Therefore, by noting that

k∑
i=1

α2
i ≤ αmax(α1 + · · ·+ αk) = O(αmaxN),

we see that the time complexity of MET is O(αmaxN). �
Remark 1: The time complexity of MET can be up toO(N2),

since αmax can be on the order of N . One such case is when
only one delimiter is identified, and it is done up on arrival of

the last point xN . However, in practice, αmax remains bounded
and independent of N . Thus, the time complexity of MET is
generally linear with respect to the number of points (position
vectors) on a movement path, i.e., O(N).

Remark 2: Unlike the shortest path algorithms that can only
be applied offline, MET is an online algorithm, which enables the
real-time detection of turning points along the movement path of
a user. In particular, the offline shortest path algorithms require
the graph G to be constructed a priori. In other words, the MDL
costL(Di,j) in (8) needs to be computed as the edge weight wij

for each pair of xi and xj (i < j). From (7), we also see that
it takes O(N) to compute Z(Di,j |{i, j}) for each pair. Note
that there are N(N + 1)/2 node pairs. Thus, it takes O(N3) to
construct the graph G. While the shortest path algorithms allow
us to find the optimal (offline) solution B� to P , the overall
time complexity of finding B� is at least O(N3) regardless of
the choice of the shortest path algorithm, e.g., topological sorting
for finding the shortest path on a weighted directed acyclic graph.
In contrast, the time complexity of our online algorithm MET is
O(αmaxN), where αmax often remains bounded.

V. EXPERIMENT RESULTS

In this section, we present extensive experiment results. We
discuss experiment settings and evaluate the system-level per-
formance of PATHLIT by comparing it with state-of-the-art
algorithms. We also study the impact of system components
and parameters on PATHLIT.

A. Experiment Settings

We conduct experiments on the RoNIN open dataset [13] and
our campus dataset. The sampling frequency of IMU sensors
for both datasets is 200 Hz.2 The RoNIN dataset contains 69
paths for training, 16 paths for validation and 64 paths for test,
collected by 100 different people with three different Android
devices, i.e., Asus Zenfone AR, Samsung Galaxy S9 and Google
Pixel 2 XL. Among the 64 test paths, half of them are collected
by people who also contribute to the training set, referred to as
‘test seen’ paths, since their walking patterns may have been
seen by the model. The other half are collected by people who
only contribute to the test set, referred to as ‘test unseen’ paths.

We use the ground truth velocity vectors provided in the
RoNIN dataset for our PATHLIT model training. They were
obtained based on a separate Tango mobile phone that was
bound to the chest of a user, in which case the coordinate
system is fixed and thus its moving direction can be simply
regarded as the heading direction of the user [13]. In other
words, the ground truth velocity vectors are used as the desired
output, while the input data is the IMU signals collected from
different Android devices and fed into the model to predict their
corresponding velocity vectors. Note that the IMU signals here
are transformed into the global coordinate system due to their
possible orientation changes.

2Note that the sampling frequency of 200 Hz for collecting IMU signals is
supported by most off-the-shelf mobile phones [13], [25], [26].
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Fig. 11. Campus data collection with a phone held freely.

In addition, our campus dataset contains 48 test paths col-
lected by six people walking along four pathways with a phone
held freely (Fig. 11), using two different Android devices,
namely Huawei Mate 30 Pro and vivo Y50. We collect 12 paths
along each pathway. When a person is walking, another person
holds a camera to record the ground truth. Note that the recorded
video is not used for model training but for calculating estimation
errors only. Our campus dataset is also only used for inference
to evaluate ‘model generalization’, i.e., the ability of a model to
react to the new dataset obtained in a different environment.

We use the training data of 69 paths from the RoNIN dataset
to train our self-attention network model in PATHLIT and other
models in the state-of-the-art algorithms and then evaluate their
performance on all the test paths for inference, including our
campus dataset. Note that the performance of PATHLIT is based
on both the self-attention network model and MET. We present
the average results of the test seen, test unseen and campus paths
separately, unless otherwise mentioned. We consider the follow-
ing state-of-the-art algorithms for performance comparison:
� RoNIN [13]: It leverages sequential dependencies in IMU

signals obtained during a path trajectory and recovers the
movement path using an LSTM model.

� CNN [27]: It extracts features from IMU signals of each
step and estimates step lengths and directions with a one-
dimensional convolutional neural network (CNN) model.

� Pedestrian dead reckoning (PDR) [6]: It estimates the
user’s step lengths via a linear model and learns movement
directions using an Android API for device orientation.

� A3 [7]: It improves on PDR by continuously calibrating
the device orientation with IMU signals.

For PDR, A3, and RoNIN, we set their parameters as de-
scribed in [6], [7], and [13], respectively. For CNN, we build
a CNN model that has two layers of 1D convolution and two
layers of 1D max pooling with the ReLU activation function.
For our self-attention network model in PATHLIT, we set its
baseline parameters as follows. The encoder is a stack of two
encoder layers, where each layer has four heads. The decoder
also has the same structure. We use the learning rate with cosine
decay [28] where it increases to 0.008 in the first 100 epochs
and then decreases. The dropout rate is set to 0.2. We set the
embedding dimension dem to 64.

We use absolute trajectory error (ATE) and relative trajec-
tory error (RTE) for performance comparison. The ATE is the
root mean squared error (RMSE) between ground-truth and

estimated (complete) paths, defined as

ATE =

√∑N
i=1 ‖xi − x̂i‖22

N
,

where N is the total number of the coordinates of points on
a path, xi’s are the ground truth coordinates and x̂i’s are the
estimated coordinates for each point, and ‖ · ‖2 is the l2 norm.
The RTE is the average RMSE over a fixed time interval, which
is defined as

RTE =

√∑(N−ΔN)
i=1 ‖(xi+ΔN − xi)− (x̂i+ΔN − x̂i)‖22

(N −ΔN)
,

where ΔN is the number of the coordinates apart and is set to
30 (equivalent to one minute) in our experiments.

We also use precision, recall andF -score when it comes to the
performance evaluation in turn detection. Let Tp be the number
of true positives, which indicates the number of correctly de-
tected turns by a turn detection algorithm. Let Fp be the number
of false positives, indicating the number of extra points that are
detected as turns. Let FN be the number of false negatives, de-
noting the number of (true) turns that are not detected. Then, the
precision, recall, andF -score are given byP = TP /(TP + FP ),
R = TP /(TP + FN ), and F = 2PR/(P +R), respectively.

B. Overall Comparison With the State of the Art

We first present the ATE and RTE results of PATHLIT and
state-of-the-art algorithms on the two datasets in Table I to
demonstrate the superiority of PATHLIT in path recovery. We
also show the results of PATHLIT(–), which is PATHLIT without
MET, to see the performance improvement from each system
component of PATHLIT.

PATHLIT achieves the best performance in both ATE and
RTE for both datasets. The performance improvement comes
from both system components of PATHLIT, which are the
self-attention network model and MET. In other words, PATH-
LIT smooths out the recovered path by the former, leading to
further improvement. In addition, the superior performance of
PATHLIT in recovering the unseen and campus paths demon-
strates its better model generalization and readiness for practical
deployment. RoNIN has satisfactory performance. However,
the LSTM model may leverage irrelevant signal patterns for
prediction due to its sequential dependencies, resulting in lower
accuracy. The CNN model is less capable in learning temporal
correlations between signal patterns, thereby leading to worse
performance than that of RoNIN. A3 has a better calibration
of the device orientation compared to PDR, and thus exhibits
better performance than PDR for all the datasets. Nonetheless,
due to the dynamically changing behaviors of the mobile devices
of moving users, the orientation calibration in A3 can perform
poorly, hampering its accuracy.

In addition to its superior performance in ATE and RTE,
PATHLIT uses much fewer data points to describe a recovered
path compared to the other schemes, thanks to its effectiveness
in detecting the user’s turns correctly and using them for a path
description. For both datasets, PATHLIT requires only around
15% of the total data points to precisely and concisely describe a
movement path, while the others rely on all the data points along
a path. Our novel turn detection algorithm MET in PATHLIT
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TABLE I
PERFORMANCE COMPARISON WITH ‘MEAN (STANDARD DEVIATION)’ VALUE

Fig. 12. Path recovery results (RoNIN dataset).

Fig. 13. Path recovery results (campus dataset).

is able to detect the user’s turns along a path correctly on the
fly while the movement path is being recovered by the other
component in PATHLIT, the self-attention network model.

To demonstrate the effectiveness of PATHLIT in learning
path descriptions, we visualize a few representative recovered
paths by PATHLIT and other algorithms in Figs. 12 and 13. The
paths learned by PATHLIT best match the ground-truth paths.
While the paths recovered by RoNIN exhibit the second best
performance, they do not match the shapes and orientations of
the ground-truth paths as much as PATHLIT does. The CNN
model is able to recover the shapes of the paths roughly, but it
fails to estimate the orientations correctly. The paths learned by
A3 and PDR show poor recovery performance.

C. System Component Study

Turn Detection: We have demonstrated the superior perfor-
mance of PATHLIT, which comes from both the self-attention

network model and MET. To further illustrate the quality of
MET for turn detection, we show in Fig. 14 the turn-detection
performance of MET in PATHLIT and the thresholding method
with different threshold values. MET outperforms the others
significantly and performs consistently across different datasets,
exhibiting its capability of detecting turns correctly regardless
of the shapes of movement paths. However, the performance
of the thresholding method highly depends on the choice of its
threshold value. Higher threshold values tend to miss more user
turns, while lower ones tend to have more false positives. Thus,
it is deemed infeasible to choose an appropriate threshold value
for practical deployment. In contrast, MET does not require any
parametrization or a calibration of threshold values.

In addition, to better understand the quality of MET for
turn detection, we visualize the process of PATHLIT in de-
tecting turning points on Path a000_7 from the RoNIN open
dataset in Fig. 15. We can see that each time the condition for
C(Ak−1)<T (Āk−1) is satisfied (Line 5 in Algorithm 1), a turn
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Fig. 14. Performance comparison of MET in PATHLIT and other threshold-based turn detection algorithms.

Fig. 15. Illustrating the MDL costs and turn detection in PATHLIT. The numbers in (b) represent path coordinate indexes in (a).

Fig. 16. Performance of models built with and without positional encoding (P.E.).

is accurately detected, showing the effectiveness of MET. Note
that the numbers right next to the detected turns in Fig. 15(b)
correspond to the coordinates’ indexes in Fig. 15(a).

Positional Encoding: We apply positional encoding to en-
force the temporal relationship within a sequence when building
our self-attention network model. To validate the effective-
ness of such an intra-sequence positional encoding, we show
the performance of PATHLIT with the model built with and
without the positional encoding in Fig. 16, where P.E. stands
for positional encoding. As can be seen from Fig. 16, the
positional encoding introduces around 10% improvement. This
is important since it enables the model to learn correlations
between signal patterns within and across sequences while
maintaining the sequential order of sensor readings within each
sequence.

Decoder: While our network model is built based on an
encoder-decoder architecture, it can also have an encoder-only

structure in which case we add a linear layer after having the final
representations from the encoder to predict velocity vectors di-
rectly. We are interested in how much performance degradation
PATHLIT would have with the encoder-only model. As shown in
Fig. 17, the performance degradation by removing the decoder is
insignificant (∼5.3%). However, the decoder doubles the model
size, i.e., the number of learnable parameters. Including the
decoder in the network increases the training time by more than
120% in our scenario, which is from around eight hours to 18
hours. Thus, when deploying PATHLIT in resource-constrained
IoT devices, e.g., Raspberry Pi, one can adopt the encoder-only
model as a relatively lightweight model.

D. System Parameter Evaluation

Time Window (Sequence Length): We use a short sequence
in the network model, which contains 400 readings for each
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Fig. 17. Performance of models built with and without decoder.

Fig. 18. Impact of different time windows (sequence lengths) in PATHLIT, where 200 samples are collected per second.

Fig. 19. Impact of different embedding dimension sizes (dem) in PATHLIT.

sensor. It corresponds to the number of readings collected for two
seconds. In Fig. 18, we show the impact of different sequence
lengths on PATHLIT’s performance. We can see that if it is too
short, each sequence would not be long enough to contain IMU
signal patterns from a walking context. In addition, if it is too
long, each sequence would have several walking contexts mixed
up, making it difficult to extract useful features.

Embedding Dimension: Each collection of six IMU sensors’
readings is first transformed into an embedding vector of size
dem in the network model. We here evaluate the impact of
different choices of dem on the performance of PATHLIT. As
shown in Fig. 19, both ATE and RTE tend to decrease and get
saturated under the test-seen data as dem increases, while they
also decrease but then increase slightly under the test-unseen and
campus data with increasing values of dem. Thus, it would not
be beneficial to keep increasing the dimension size dem since
it could make the model overfitted to the training data, thereby
hampering its model generalization.

E. Turn Detection as Trajectory Compression

Recall that our turn-detection algorithm MET in PATHLIT
outputs much fewer data points to describe a user path. Here

we further evaluate its feasibility as a compression algorithm
for path/trajectory compression, since both the turn detection
and trajectory compression problems are similar in the sense
that they find a compact set of trajectory data points. To this
end, we use the Microsoft GeoLife dataset [29], which is com-
monly used for the latter problem in the literature. The dataset
contains 17,621 trajectories from 182 users. The trajectories are
collected outdoors and consist of the GPS readings (latitudes
and longitudes) along the paths. The total travel distance is
about 1.2 M kilometers, and the total travel time is more than
48,000 hours. We compare MET with the following popular
online compression algorithms:
� OPW [30]: It keeps a new trajectory point if it is considered

important in comparison with the points in the buffer. This
decision involves a threshold.

� SQUISH [31]: It accepts all trajectory points until a fixed-
size buffer becomes full. Then, every new point replaces a
point in the buffer that is considered least important.

� STTrace [32]: It is similar to SQUISH, but with a slightly
different buffer replacement policy.

� Dead Reckoning [33]: It predicts the next trajectory point
based on recent ones. If the prediction error is greater than
a given threshold, its corresponding point is kept.
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Fig. 20. Performance comparison with state-of-the-art online trajectory compression algorithms by using MET in PATHLIT for trajectory compression.

Due to the large number of trajectories, we divide them into
four bins based on their lengths, which are given in the number of
the readings. The first bin contains the trajectories of lengths (in
terms of the number of readings) below one hundred. The second
one is for the lengths between one hundred and one thousand,
and the third one is for the lengths between one thousand and ten
thousand. The last one contains the rest. We also observe that
the algorithms considered here have all similar time complexity
on the dataset.

We show the ATE and RTE results in Fig. 20. We can see
that MET in PATHLIT outperforms all the other trajectory-
compression algorithms substantially in both ATE and RTE.
This demonstrates its feasibility and effectiveness for trajectory
compression. Note that ATE and RTE are measured based on
the latitudes and longitudes of trajectory data points, whose
units are in degrees. While having inferior performance, OPW
and Dead Reckoning require threshold values to be determined
based on the lengths and shapes of the trajectories, which are
hard to calibrate in practice. In addition, SQUISH and STTrace
need to choose the size of a fixed-size buffer, which holds a
limited number of trajectory data points, to be proportional to the
length of a trajectory. However, we observe that a non-negligible
error would be involved if the buffer size is small, since it
becomes more difficult to choose which points to be stored in the
buffer. Thus, their performance becomes unsatisfactory for short
trajectories. In contrast, MET does not require any calibration
of threshold values and is also not influenced by the trajectory
lengths.

VI. RELATED WORK

We review in this section three main categories of work
relevant to our system, namely path recovery, turn detection,
and trajectory compression.

A. Path Recovery

Multi-Sensor Approaches: Additional sensors [34], [35], [36],
[37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48]
in the smartphone, in addition to IMU sensors, may be utilized to
facilitate path recovery. A fusion algorithm is proposed in [41]
to learn user paths from the signals from IMU and Bluetooth low

energy (BLE) sensors. After obtaining a raw position from IMU
sensors, it leverages a particle filter to adjust the raw position
with an extra location estimate provided by BLE. However, it
requires the installation of BLE beacon sensors on site. In [49],
the camera in the smartphone is also used together with IMU
sensors to improve the quality of location estimates. The es-
timation quality is improved by leveraging the aspect ratio of
the frontal wall that the camera faces, where all the aspect
ratios of walls are stored in a database in advance. Nonetheless,
keeping the camera turned on may drain the device battery
quickly and also introduce potential privacy concerns. In con-
trast, PATHLIT works based only on the IMU signals without any
additional infrastructure support while being non-intrusive to
users.

Leveraging Predefined Walking Contexts: There are several
approaches [8], [26], [50], [51], [52], [53] that require prior
knowledge of walking contexts (or behaviors). In [8], the user’s
mobile device is required to be placed in three postures, namely
in the pocket, in hand swinging and in hand holding. In addition,
user information such as user height is needed for path recovery.
TLIO [26] requires the IMU sensors to be mounted on the head-
set in which case the sensors are more or less stationary, i.e., the
sensor readings are much more stable. Other approaches focus
on extracting signal features from different walking contexts
using a two-stage learning process [9], [10], [54], where it first
classifies current IMU signals into a walking context and then
recovers the path under that specific context. However, these
techniques need to have a predefined list of walking contexts and
require manual labeling of the contexts for their corresponding
IMU signals in model training.

Leveraging Temporal Correlations: Recent data-driven tech-
niques [11], [12], [13], [55] attempt to recover user’s movement
paths in the wild by exploiting the possible temporal correlations
within IMU signals. They commonly use LSTM to learn a
displacement from the current IMU signals by assuming the
presence of long-term signal correlations. However, such an
assumption may not always hold in practice. For instance, the
posture and position of the user’s mobile device keep changing
over time, and the changes can also be quite drastic, leading
to totally different signal patterns. In contrast, PATHLIT is
designed to extract (implicit) context features from the IMU
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signals in a short period of time for path recovery, during which
the walking context is less likely to change.

B. Turn Detection

Turn detection is important for online path recovery and in-
door localization since it can be used to detect turns as landmarks
to reduce the noises or errors in their applications. In what
follows, we review recent online turn detection algorithms.

Map-Based Approaches: Indoor maps can be leveraged to
detect user turns [4], [11], [18], [56], [57], [58], [59], [60]. For
instance, Zee [4] takes advantage of map constraints to detect
user turns with a particle filter, which introduces additional
computation overheads. The proposed scheme in [58] uses the
map to refine a sequence of turns detected on the fly. In a
similar vein, the approach in [11] measures the traveled distance
between two consecutive turns on the map to decide whether the
(detected) turns are valid. However, the requirement of indoor
maps is not practically viable as property owners may not want
to share the maps. In contrast, MET in PATHLIT is purely based
on IMU signals without requiring indoor maps.

Threshold-Based Approaches: Prior studies identify user
turns with turning thresholds [17], [61], [62], [63], [64], [65].
In [62], a large amount of training data is collected to set
threshold values for both left- and right-turn angular velocities.
In [63], a threshold of 10 degrees per second for angular velocity
is used to detect whether there is a directional change. However,
it is challenging to set the threshold values properly, as users
may handle their devices freely while walking, leading to unex-
pected changes in angular velocity. In contrast, MET in PATH-
LIT achieves accurate online turn detection without requiring
any threshold values. We demonstrated in Section V (e.g.,
Fig. 14) that MET outperforms threshold-based approaches
significantly.

C. Trajectory Compression

We demonstrated in Section V-E the feasibility of our turn
detection algorithm MET as an online trajectory compression
algorithm as it aims to minimize the number of data points (i.e.,
turning points) to describe a user path accurately. Hence, we
below briefly review online trajectory compression algorithms.

OPW [30] maintains a buffer of points (path coordinates) that
constitutes the trajectory. Upon arrival of a new point, OPW
constructs a line segment using the incoming point and the
‘starting’ point in the buffer. It then computes the perpendicular
euclidean distance from each point in the buffer to the line
segment. If the maximum distance is larger than a predetermined
threshold, the new point is considered ‘important’ and kept in
the buffer. In addition, the point with the maximum distance is
used as a new starting point. In a similar vein, STTrace [32]
and SQUISH [31] build up a fixed-size buffer and replace a
point in the buffer if the new incoming point is considered more
important. Recently, reinforcement learning-based algorithms
are proposed in [66], [67] for online trajectory compression.
While they also maintain a fixed-size buffer of points, they now
train a neural network to identify and drop the least important

point in the buffer whenever a new point is available. However,
all the aforementioned algorithms need the parameters such as
buffer size and threshold value to be chosen judiciously. In
contrast, MET does not require calibration of any parameters
while demonstrating its feasibility as an online compression
algorithm.

VII. DISCUSSION

We below discuss the feasibility of extending PATHLIT to
leverage other measurement signals in different application sce-
narios. We also explain the rationale behind using the global or
world-frame coordinate system in PATHLIT and discuss how it
could be further improved.

A. Fusion With Different Types of Measurements

PATHLIT only leverages IMU signals for easy deployment,
but it can be readily extended to fuse with other measurements
to account for different application scenarios if they are readily
available. For instance, in indoor navigation, we can incorporate
geomagnetic signals or radio frequency (RF) signals such as
WiFi and BLE as the input (together with IMU signals) into
the self-attention network model to facilitate the path recovery
process. Geomagnetic signals can be appended to the input
vectors directly to provide additional features for learning as
its sensing frequency is usually the same as the one with the
IMU signals. For RF signals, however, the sensing frequency
may be much lower. To incorporate them into the model, we can
interpolate the signals between two consecutive measurements
or use one-hot vectors to just indicate the existence of sensible
access points in each measurement.

In addition, our turn detection algorithm MET can be inte-
grated into other location-based systems [3], [29], [30], [31],
[32], [33], [40], [68] in a seamless manner. In Section V-E, we
have demonstrated its feasibility as a trajectory compression
algorithm [29], [30], [31], [32], [33] when GPS measurements
are used. Here we point out that it can also be used in other
large-scale localization systems [3], [40], [68]. For instance, for
an automatic floorplan construction, we can leverage crowd-
sourced user paths to learn their corresponding pathways. Each
user path often only covers a small portion of a floor. Hence, we
first detect the user turns using MET and then use these turns as
anchor points to stitch the user paths together, from which the
pathways in the floorplan can be reconstructed.

B. Global Coordinate System

Note that PATHLIT is built upon the global coordinate system
provided by the operating system of a mobile device, which is
used to infer the current heading direction. While it is not our
main focus to improve the accuracy of the global coordinate sys-
tem itself, our results so far indicate its usability and feasibility
for IMU-based path learning. We expect that the improvement
in the accuracy of the global coordinate system would lead to
a further improvement in PATHLIT as the native application
programming interfaces (APIs) in the mobile operating system
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keep on evolving with the advances of orientation estimation
algorithms [69]. We below review how the global coordinate
system has been used in recent path-learning systems and discuss
state-of-the-art algorithms for better orientation estimations,
which can be incorporated into PATHLIT to further improve
the learning results.

Recent systems and algorithms [12], [13], [25], [37], [70]
that aim to achieve better path learning under arbitrary walk-
ing contexts usually rely on the orientation estimations from
mobile devices. For example, IONet [12] preprocesses raw
IMU signals to obtain linear accelerations by leveraging the
orientations provided by the mobile device. It then uses the
processed IMU values to train a deep neural network to predict
the path length and angle changes for each short-time interval.
In a similar vein, RIDI [25] adopts the APIs provided by the
mobile device to transform the mobile coordinate system to
the global coordinate system. It then implements the support
vector regression to obtain velocity values. RoNIN [13] utilizes
the orientations provided by the mobile operating system in a
testing phase and estimates the displacements using a trained
LSTM model. We see that the orientation estimations from
mobile devices are currently in a reasonable quality for (light-
weight) path recovery, although the quality of the path recovery
still depends on how the orientation estimations are effectively
used.

It is also worth noting that there are several recent algo-
rithms [55], [71], [72], [73], [74] that leverage neural networks
to calibrate the orientation estimations in a finer manner. For
instance, IDOL [72] attaches a LiDAR to a mobile device to
collect ground-truth orientation values. It estimates the orien-
tation of the mobile device using a separately trained LSTM
network, with IMU signals as an input and the corresponding
measurements from the LiDAR as a ground truth. The orien-
tation estimations are then improved with an extended Kalman
filter. In addition, AI-IMU [73] mounts an Asus Tango phone
on a human head to obtain the ground truth rotation matrix for
phone headings in order to train an MLP network for improved
orientation estimations. In testing, it leverages a multi-state
cloning Kalman filter and a graph optimization estimator to
further improve the estimations from the network. Note that
due to the high computational overhead, only ten key frames
every second are selected for the graph optimization. In light
of the system development and deployment, we believe that
PATHLIT can take advantage of the advances in the orientation
estimations for better path learning, which yet comes with a
trade-off between accuracy and system complexity.

VIII. CONCLUSION

We have presented PATHLIT, an accurate and efficient path
description learning system. Thanks to the carefully designed
self-attention network model and the MDL-based online turn-
detection algorithm MET, PATHLIT is able to recover each
segment of a movement path from a stream of IMU readings and
determine whether to keep its end points on the fly, which leads to
a succinct yet accurate path description. Extensive experiments
have shown the superiority of PATHLIT over state-of-the-art

algorithms for path recovery and the effectiveness of MET for
turn detection and trajectory compression.
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