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Abstract—Existing crowdsourced indoor positioning systems
(CIPSs) usually require prior knowledge about the site and a
tedious calibration process. Moreover, they may require a large
number of landmarks while ignoring the topology information
that may be contained in the crowdsourced data. In this paper,
we present Leto, a system that uses learned topology information
from combined user traces to construct a radio map. Leto relies
on crowdsourced WiFi and accelerometer signals only without
requiring any prior knowledge about the site. Our key idea is that
learned topology information can reduce the required number of
landmarks, while available landmarks can transform the topology
into a map. We propose a novel framework that efficiently learns
the map topology by a hybrid multidimensional scaling (HMDS)
algorithm and accurately rectifies the map using only a few anchors
by an adaptive force-directed (AFD) algorithm. We also provide a
theoretical convergence analysis of the HMDS algorithm. Experi-
mental results on real-world datasets show that Leto can capture
useful topology information and achieve significant improvements
in radio map construction compared to existing systems.

Index Terms—Map rectification, radio map construction, topo-
logy learning.

I. INTRODUCTION

INDOOR Positioning System, or IPS, plays a fundamental
role in emerging indoor mobile applications such as indoor

navigation, geo-fencing, contact tracing, smart buildings, and
virtual and augmented reality (VR/AR). While infrastructure-
based IPSs, which require installation of additional equipment
such as Bluetooth beacons, UWB base stations and cameras, in-
cur extra deployment effort and cost, WiFi fingerprinting-based
IPSs [1], [2], [3] exploit the ubiquitous presence of WiFi access
points (APs). WiFi fingerprinting IPSs have demonstrated good
localization capabilities in many complicated environments, but
they require manual surveys in an offline phase to create a
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radio map that contains the coordinates and WiFi measure-
ments at many locations. Moreover, they require an update of
the radio map when there are AP and environmental changes.

CIPSs [4], [5], [6], [7], [8], [9], [10], [11], [12], or crowd-
sourced IPSs, aim to eliminate manual surveys and dynamically
adapt to AP changes. SLAM (Simultaneous Localization and
Mapping) [13], [14], [15], [16], [17], [18], [19], first developed
within the robotic community, is the process by which a mobile
robot uses odometry, IMU (inertia measurement unit), range
sensing, and computer vision to build a map of the environment
while using this map to locate itself. Inspired by SLAM, re-
searchers in CIPS proposed the use of crowd PDR (Pedestrian
Dead Reckoning) for radio map construction, where PDR is the
process of calculating a user’s; position based on her previous
position, estimated heading direction, and displacement [5],
[6]. It is well known that PDR trajectories calculated from
IMU measurements can suffer from drift errors over the long
term. To create accurate radio maps, CIPSs may need many
landmarks, which are identifiable signatures on one or more
sensing dimensions, to recalibrate user trajectories. To reduce
the need of landmarks, many CIPSs [4], [7], [8], [9], [10], [11],
[12] map the user trajectories individually or jointly to a floor
plan, which may not always be available in practice.

More recently, GraphIPS [20], a graph-based SLAM system,
was proposed for constructing a radio map without a floor
plan and with reduced dependency on IMU. GraphIPS exploits
information contained in WiFi measurements to infer pairwise
distances between locations. With these spatial constraints, it
then uses multidimensional scaling (MDS) to determine the
coordinates of the locations. However, GraphIPS assumes that
the AP positions are known and AoA measurements are avail-
able. Furthermore, it is not clear whether a reasonable radio
map can be generated if the pairwise distance matrix is highly
incomplete.

Our system, Leto, for learned topology, assumes the sce-
nario shown in Fig. 1. When users move around the environ-
ment, apps running on their mobile devices collect and up-
load user traces, which are sequences of time-stamped WiFi
RSSI and accelerometer measurements. Following the idea of
graph-based SLAM [13], we use a graph to represent the radio
map. Each node in the graph corresponds to one measurement
associated with a location. Each edge has a weight that corre-
sponds to the physical distance between the two nodes. Leto
makes use of three types of distances: consecutive intra-trace
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Fig. 1. Leto user traces and distance model.

node distance, non-consecutive intra-trace node distance, and
inter-trace node distance. These distances, or spatial constraints,
may contain different levels of uncertainty. We build the graph,
or a topological map, by finding a node configuration that
best satisfies the constraints. Then, we rectify the topological
map by using a few landmarks. Our radio map construction
framework is shown in Fig. 2 and will be described in detail in
Section III.

We summarize our major contributions as follows:
� Leto fuses crowdsourced WiFi signals, accelerometer sig-

nals, and a few landmarks to build a radio map. Compared
to CIPSs using full IMU signals, Leto is less dependent on
mobile devices being held steadily to produce quality IMU
signals. Furthermore, Leto does not require a floor plan,
making it more widely applicable.

� We introduce a number of new features for distance esti-
mation in graph-based CIPSs. These features include stride
parameters for individual traces, a two-phase scheme for
estimating pairwise distances among WiFi measurements
by first applying short- and long-distance classification,
and the incorporation of uncertainty measures in our stress
minimization formulation.

� We introduce a low-complexity modified Smith-Waterman
(mSW) algorithm to detect junctions between two WiFi
sequences. By applying a sliding window technique, mSW
achieves O(mn) time complexity and O(max{m,n})
space complexity, where m, n are lengths of the two
sequences.

� We introduce a low-complexity HMDS algorithm for stress
minimization, which is a challenging non-convex opti-
mization problem. By stress minimization, the topologi-
cal map and individual stride parameters can be obtained
simultaneously. We also provide the convergence and com-
putation complexity analysis of the proposed algorithm.

� We introduce an AFD algorithm to rectify the topologi-
cal map using a few landmarks. The AFD algorithm dy-
namically selects neighboring nodes to escape from local
minima and adaptively adjusts the step size to speed up
convergence. We also provide a complexity analysis of the
AFD algorithm.

� Experiments are conducted to compare Leto against five
state-of-the-art CIPSs and to verify the effectiveness and
convergences of the proposed HMDS and AFD algorithms.

It is shown that Leto achieves significant performance
improvement in terms of map and localization accuracy and
also effectively reduces the assumptions by other CIPSs.

II. RELATED WORK

Crowdsourced IPSs (CIPSs) based on PDR have attracted sig-
nificant attention in recent years. To mitigate the effect of IMU
drift, several CIPSs, including Unloc [5], Walkie-Markie [6]
and WiFi-RITA [21], propose the use of detected landmarks
to correct the estimated PDR trajectories. But these systems
assume that mobile devices are held in a steady fashion. Also,
accuracy of the radio map created highly depends on the richness
of detected landmarks. This prompted CIPSs including Zee,
LiFs, and others to incorporate extra information from floor
plans [4], [8], [9], [10], [11], [12], [22].

A floor plan can be represented as a probabilistic model [4],
[9]. In zee [4], an augmented particle filter algorithm is used
to combine sensor information with constraints imposed by the
floor plan in estimating user locations. In [9], a hidden Markov
model (HMM) is used to describe the user traces constrained
by the floor plan. Nevertheless, the complexity of the learning
probabilistic models is very high. This complexity limits the use
of probabilistic models to small indoor areas.

To enhance scalability, many CIPSs use a graph-based
model [7], [8], [10], [11], [12], [22] to represent a floor plan.
In [22], a logical floor plan is first constructed by exploiting the
relationships among different rooms. Then, the logical floor plan
is mapped to a physical floor plan by graph matching techniques.
In [7], a simulated radio map is generated by a simulator that
requires details of the indoor environment, including the floor
plan, wall materials, and furniture. Then, the simulated radio
map is transferred to a limited number of calibration fingerprints
by manifold alignment techniques. In LiFs [8], a stress-free
floor plan is created in a high-dimensional space such that the
walking distances between every pair of locations are preserved.
Similarly, a fingerprint space is created such that the mutual
distances between fingerprints are preserved. Finally, the finger-
print space is mapped to the stress-free floor plan by analyzing
the spatial similarity. In [10], a topological radio map is created
by analyzing the spatial correlation of massive user traces. The
radio map is then mapped to the floor map by graph matching
techniques. [10] further studies the issue of symmetries and
the number and positions of markers required to associate a
topological radio map with a physical floor plan unambiguously.
To reduce the signal bias and labeling error, UbiFin [11] fuses
crowdsourced RF, magnetic field, and motion signals. Traces are
partitioned into segments and mapped to the physical floor plan
by dynamic programming. In CRCLoc [12], all possible paths in
a floor plan are extracted by image processing techniques. Then,
a shape context algorithm is adopted to map the estimated user
trajectories to the candidate paths.

Although floor plans can provide structural information, they
may not be available or up-to-date in practice. GraphIPS [20]
removes the requirement of a floor plan and exploits the spatial
relationships between users and APs. GraphIPS fuses WiFi and
IMU signals into a graph-based formulation and adopts MDS
to estimate user location. But its assumptions that AP locations
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Fig. 2. A diagram illustrating the full pipeline of radio map construction for Leto.

are known and WiFi AoA data is available may limit its use in
practice.

We will compare Leto against five previously proposed
crowdsourced systems mentioned above: Unloc, Zee, LiFs,
WiFi-RITA, and GraphIPS [4], [5], [8], [20], [21].

III. SYSTEM OVERVIEW

Leto constructs a radio map using WiFi signals, accelerometer
signals, and a few landmarks for low cost, wide availability, and
small deployment effort. In this work, we focus on radio map
construction on a single floor. However, it is easy to extend
our framework for a multi-floor setting by incorporating floor
identification techniques [23], [24] into our framework.

The radio map construction framework for Leto is shown in
Fig. 2 and will be described in Section IV, V, and VI. Our
distance estimation framework consists of three parts:

1. Use of the accelerometer signals to estimate all the con-
secutive node distances (Section 4.1). These distance es-
timates are first parametrized by two unknown stride pa-
rameters specific to each trace.

2. Use of our modified Smith-Waterman algorithm (Section
4.2) for junction detection - to identify node junctions,
or pairs of WiFi measurements in different traces that are
likely to be taken at identical locations.

3. Use of a collection of neural networks, which we
call UDENet (Section 4.3), to estimate as many non-
consecutive node distances as we can. UDENet first clas-
sifies a distance to be a short or a long distance. Then, a
separate neural network is applied to estimate the distance
in each class. While estimating each distance, UDENet
also estimates the associated uncertainty, and this uncer-
tainty will be used as a weight in our optimization problem
for topological map construction.

Section V describes our topological map construction. Here,
the parametrized and absolute distance estimates from Section
IV are used as inputs to the efficient HMDS algorithm we

developed. The output is the complete set of relative 2D co-
ordinates of all the nodes and the stride parameter values for all
traces. We call this output a topological map because while the
relative coordinates and connectivity (as provided by the traces)
are determined, the absolute coordinates are not yet known.

Then, Section VI describes the final step, map rectification.
Here, we use the relative coordinates plus the absolute coor-
dinates of a few landmarks as input to our AFD algorithm to
re-calibrate the relative coordinates as well as to map the relative
coordinates to the absolute coordinates. We will show that this
rectification process can allow us to construct a final map that
can be highly consistent with the unknown underlying floor plan.

In Section VII, we provide experimental results comparing
the Leto against the five existing systems in two types of envi-
ronments – a campus with many corridors and classrooms, and
a shopping mall with shops and open spaces. In Section VIII,
we provide the conclusion.

Table I shows the notations used throughout this paper:

IV. DISTANCE ESTIMATION

This section presents distance estimation using accelerometer
and WiFi signals. Using accelerometer signals, we detect steps
and estimate the walking distance between consecutive nodes
in each trace. Using WiFi signals, we detect junctions among
traces and estimate pairwise distances between non-consecutive
nodes.

A. Walking Distance Estimation

Walking distance estimation allows us to establish the con-
straints among nodes within the same trace. To estimate walking
distances, we first detect and count steps. Many step detection
algorithms, e.g., peak detection, zero-crossing, detection, and
spectrum analysis, have been proposed in the literature. In
Leto,we employ the step detection algorithm proposed in [25].

Since the position and orientation of the mobile device may
change when a user is collecting data, we use the magnitude
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TABLE I
SUMMARY OF KEY NOTATIONS

of the 3-axis accelerometer signals for step detection only.
To recover the true periodicity of the signal, we first apply a
low-pass filter with a cut-off frequency set to 3 Hz to remove
high-frequency noise and spikes. Then, we search for peaks to
identify distinct steps. To reduce fake steps caused by accidental
bouncing of the mobile device, we enforce two heuristic con-
straints:
� Minimum and maximum time duration of a step, e.g., 0.5

seconds and 1 second;
� Minimum and maximum changes in acceleration magni-

tudes during one step, e.g., 0.2 g and 2 g.
Existing works [25], [26] have shown that the stride model for

converting steps to distances can vary greatly across individuals
due to weights and heights, and even for the same individual
due to physical exertion, ground and shoe types, hurriedness
and health status, etc. We adopt the following walking distance
model

di,i+1 = kmni,i+1 + bm, ∀m (1)

where ni,i+1 is the number of steps detected between consec-
utive nodes i and i+ 1 of trace m, and km and bm are stride
parameters to be estimated.

B. Junction Detection

The objective of junction detection is to identify nodes that we
believe are taken from the same location and to set their distances
to zero. As WiFi signals can vary greatly, it is generally hard to
individually match twoWiFi fingerprints, which are vectors
of RSSI from nearby APs. Many approaches [11], [27], [28],
[29] have turned to aligning sequences of rather than individual
fingerprints. Among them, Smith-Waterman algorithm [27] that
is guaranteed to find the optimal local alignment has made a suc-
cess. However, we cannot apply the Smith-Waterman algorithm
straightforwardly due to the following two reasons. First, users
may go back and forth, making the alignment not monotone.

Second, users may traverse the same path in opposite directions.
Hence, we need to align each pair of sequences twice. To address
these two issues, we follow [29] and employ a sliding-window
technique for aligning seqA and seqB.

Let seqA = a1, . . . ,am and seqB = b1, . . . ,bn be two WiFi
fingerprint sequences to be aligned, where ai and bj are the ith
fingerprint of seqA and jth fingerprint of seqB, m and n are
their lengths. To reduce the comparison effort, we first extract
WiFi fingerprint sequences with high AP overlap. We measure
the AP overlap by the Jaccard score

J(A,B) = |A ∩ B||A ∪ B| , (2)

whereA and B are the sets of hearable APs for seqA and seqB
respectively.

Then, we split seqB into k non-overlapping windows
seqB1, . . . , seqBk with window size w and apply the Smith-
Waterman algorithm for aligning seqA and seqBi. Now, we
design the scoring scheme for the Smith-Waterman algorithm.
Let ai and bj be WiFi fingerprints. We measure their similarity
by the cosine similarity

cos(ai,bj) =
aTi bj

‖ai‖‖bj‖ . (3)

For scoring, we fill a substitution matrix S ∈ R
m×n by the

following rule

Si,j =

{
3, if 1− cos(ai,bj) ≤ θ1,
−1, if 1− cos(ai,bj) > θ1

(4)

where two fingerprints ai and bj are considered matched if the
dissimilarity is smaller than the predefined threshold θ1. In (4),
a match has a reward of 3, and a mismatch has a penalty of -1.
We further use a linear gap penalty that has the same score for
opening and extending a gap, i.e., an insertion or a deletion. The
linear gap penalty simplifies the scoring process and is defined
as

ηk = kη1, (5)

where ηk is the penalty of a gap of length k and η1 is the penalty
of a single gap. In our setting, η1 = −1.

With the scoring scheme defined, we now fill a scoring matrix
H ∈ R

(m+1)×(n+1). We initialize the first row and column with
zero and fill the matrix by the following rules

Hi,j = max

⎧⎪⎪⎨
⎪⎪⎩
Hi−1,j−1 + Si,j ,
Hi−1,j + η1,
Hi,j−1 + η1,
0

(6)

where the diagonal move means a substitution, i.e., a match or
a mismatch. The horizontal and vertical moves mean gaps.

After filling the matrix, we find the maximum score in the
matrix and trace back the path of the previous maximum scores
among horizontal move, vertical move, and diagonal move until
a 0 is encountered. The path is the aligned indices indAi and
indBi. Note that it is possible that we can find several positions
with the same maximum score in the scoring matrix. In that
case, we randomly choose one as our alignment result. If the
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Algorithm 1: mSW Algorithm.
Input : seqA, seqB, θ1, θ2;
Output : ˆindA, ˆindB;
1: indA = {};
2: indB = {};
3: for each window seqBi in seqB do
4: //Smith-Waterman algorithm
5: Fill the substitution matrix S by (5);
6: Initialize H′s first row and first column with 0;
7: Fill the scoring matrix H by (6);
8: Obtain alignment indAi, indBi by tracing backH;
9: //Record medians of the alignment

10: if indBi satisfies consistency condition (7) then
11: Add med(indAi) to indA;
12: Add med(indBi) to indB;
13: end if
14: end for
15: //Interpolation
16: for i = 0: n-2 do
17: len = max(indAi+1 − indAi, indBi+1 − indBi)

18: Add linspace(indAi, indAi+1, len) to ˆindA

19: Add linspace(indBi, indBi+1, len) to ˆindB
20: endfor
21: ˆindA = round( ˆindA)

22: ˆindB = round( ˆindB)

aligned indices indBi in the ith window satisfy the consistency
condition

len(indBi)

len(seqBi)
≥ θ2, (7)

it means most of seqBi is aligned with seqA. We then consider
indAi and indBi as matched. We further add the medians of all
valid aligned indices as (med(indAi),med(indBi)) to indi.
As the last step, we evenly interpolate the indices indA and
indB to obtain the final alignment. We summarize the steps in
Algorithm 1.

1) Computation Complexity: To analyze the time complexity
of the modified Smith-Waterman algorithm, we analyze the main
steps of the algorithm. Let m and n be the length of seqA
and seqB, and m > n. Let w be the length of window seqBi.
The number of iterations is 
 nw �. We aim to align seqBi with
seqA in each iteration. Computing the substitution matrix has a
time complexity of O(m). Filling the scoring matrix has a time
complexity ofO(m). In the traceback step, finding the maximum
score in the scoring matrix has a time complexity of O(m).
Hence, the time complexity of each iteration is O(m). The total
time complexity of the algorithm is 
 nw � ×O(m) = O(mn).

The algorithm fills a single matrix of size mw and stores
at most O(w) positions for the traceback in each iteration.
To obtain the final alignment, it uses at most O(m) in the
interpolation step. Hence, the total space complexity of this
algorithm is O(m).

C. Uncertainty-Aware Distance Estimation

This section presents our uncertainty-aware neural network,
UDENet, for estimating non-consecutive node distances based
on WiFi signals. These distances are not exploited in existing
works and they help by addressing the sparsity problem in the
pairwise distance matrix. We will describe the selected RSSI
features, followed by the network architecture.

1) RSSI Features: Given two WiFi fingerprints fpi ∈ R
|A|

and fpj ∈ R
|A| observed at nodes i and j, where A is the set of

all APs observed at the site, our goal is to estimate the physical
distance between the two nodes using WiFi fingerprints. We
note RSSI is affected by human activity and environment, i.e.,
the presence of walls or obstacles, in addition to distances [30].
Hence, we propose a set of features, i.e., RSSI difference, RSSI
distance, and RSSI variation to estimate distances.

For nodes i and j, we select the k strongest APs heard by
either i or j to create the set of APs Ak. The APs with strong
signals are useful for estimating physical distances. In this work,
we follow [31] and set the RSSI of APs who are not heard by
the node to -80 dBm. We set k to 10. We calculate the MAE,
MSE, and euclidean distance (ED) over Ak as RSSI distance

MAE(fpi, fpj ,Ak) =
1

k

∑
a∈Ak

|fpi(a)− fpj(a)|, (8)

MSE(fpi, fpj ,Ak) =
1

k

∑
a∈Ak

|fpi(a)− fpj(a)|2, (9)

ED(fpi, fpj ,Ak) =

√∑
a∈Ak

|fpi(a)− fpj(a)|2, (10)

where |fpi(a)− fpj(a)| = 80 if fpi(a) = −80 and fpj(a) =
−80.

We further use absolute difference (AD) over Ak as RSSI
difference

AD(fpi, fpj ,Ak) = |fpi(Ak)− fpj(Ak)|, (11)

where fpi(Ak) is the fingerprint of selected k APs at node i. | · |
is elementwise absolute value.

To account for the effect of human activities and environ-
ments, we propose RSSI variation features which include RSSI
temporal variation and dual-band disparity. Human activity
based on WiFi signals has been extensively studied [32], [33],
[34], [35]. Signal strength changes can be leveraged to infer
human activities roughly. The key observation is that different
human activities can be recognized from the standard deviation
of RSSI samples. Standard deviation is shown to be a relatively
stable feature for recognizing human activities. We define tem-
poral variation as the change in RSSI when a user moves from
node i to i+ 1

Δi(A) = MAE(fpi, fpi+1,A). (12)

where we consider only all APs with RSSI greater than -80 dBm.
When performing WiFi fingerprinting, considering only APs
with RSSI greater than -80 dBm is a common practice because
it helps to filter out weak and noisy signals that may lead to
inaccurate location estimates. The sensitivity of our UDENet
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Fig. 3. Architecture of UDENet. FC denotes the fully connected layer. Conv denotes the convolutional layer.

to RSSI threshold depends on various factors, such as the en-
vironment and the type of tasks. Empirically, the performance
of UDENet is not sensitive to the value of this parameter. We
further define the difference in temporal variation at nodes i and
j as

Δij(A) = |Δi(A)−Δj(A)|. (13)

Signal propagation can be significantly affected by obstacles
such as walls [36]. To account for the effect of walls, we harness
the difference in the characteristics of the 2.4 and 5 GHz WiFi
signals. The key observation is the difference in signal strengths
between the 2.4 and 5 GHz signals when there is no wall is
smaller than that when there is a wall. Hence, we define dual-
band disparity which attempts to measure the difference between
the temporal variation of the 2.4 GHz signal compared to the
5 GHz signal and calculate it as

Envi = |Δi(A2.4G)−Δi(A5G)|. (14)

We further define the difference in the environment at nodes i
and j as

Env ij = | Env i − Env j |. (15)

2) UDENet Architecture: Fig. 3 shows the architecture of
UDENet. In UDENet, distance estimation is divided into two
steps. First, we train a distance classification network to deter-
mine whether the distance between two nodes is a short or long
distance. Then we train two separate networks for estimating
short and long distances. The short distance network focuses on
estimating distances when there are enough common APs in the
two nodes. The long distance estimation network is trained to
estimate distances when there are few common APs. Since it is
well-known that errors in distance estimates cannot be captured
by a simple additional white Gaussian noise (AWGN) model,
along with each distance estimation network, we train a separate
uncertainty estimation network to estimate the uncertainty in the
distance estimate.

The distance classification model is a simple feed-forward
network consisting of an input layer, three fully connected layers
with a rectified linear unit (ReLU) activation function, and an
output layer with a sigmoid activation function. The three fully
connected layers consist of 16, 16, and 8 nodes respectively. We
employ Adam as an optimizer and train the network to minimize
the binary cross entropy.

The distance estimation network consists of three sub-
networks. The first sub-network is a simple feed-forward net-
work with two fully connected layers. It takes RSSI distance
(i.e., MAE, MSE, and ED defined in (8-10)) as input. The
feed-forward network is used here because RSSI distance is
high-level information that is directly related to the pairwise
distance. The second and third sub-networks are convolutional
networks each consisting of two convolutional layers. They
extract low-level information, i.e., RSSI difference and RSSI
variation, to estimate the pairwise distance. We again employ
Adam and train the network to minimize the mean squared error.

The uncertainty estimation network is a simple feed-forward
network consisting of an input layer, three fully connected layers
with ReLU activation function, and an output layer without
ReLU. The fully connected layers have 16, 16, and 8 nodes
respectively. We again employ Adam as an optimizer and train
the network to minimize mean squared error.

We have trained UDENet using data from different envi-
ronments separate from our experimental sites. We tested and
confirmed that the distance estimates vary relatively little with
the different training datasets.

V. TOPOLOGICAL MAP CONSTRUCTION

In this section, we describe how we use the detected junctions
and estimated distances to construct a topological map and cal-
ibrate the stride parameters for all traces jointly. The estimated
uncertainties of non-consecutive node distances by UDENet are
transformed into weights and exploited in the map construction.
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By using majorization minimization and block coordinate de-
scend techniques, we develop an efficient algorithm to solve the
topological map construction problem.

A. Formulation

We now formally state the topological map construction
problem. Consider N nodes from M trajectories in a two-
dimensional space. Our problem is to determine X ∈ R

N×2, the
matrix of coordinates of all the nodes. The euclidean distance
between nodes i and j is di,j(X) = ‖Xi −Xj‖2. We have three
types of information as inputs: consecutive node distances d̂i,i′ ,
non-consecutive node distances d̂i,j and node junctions. Con-
secutive node distances are estimated by the walking distance
model in (1). Their confidences are ŵi,i′ , which are treated as
identical. Non-consecutive node distances and their uncertain-
ties are estimated by UDENet. Their confidences are ŵi,j , which
are reciprocals of uncertainties. The set of distinct consecutive
node pairs (i, i′) for the mth trace is denoted by Jm. The set of
distinct non-consecutive node pairs (i, j) is denoted by I, The
set of junction node pairs (i, j) is denoted by K,

Motivated by the classical MDS algorithm, we estimate all
node positions by solving the following stress function mini-
mization problem

P1 : min
X,k,b

∑
(i,j)∈I

wi,j(d̂i,j − di,j(X))2

︸ ︷︷ ︸
distance disparities for non-consecutive nodes

+
∑
m

∑
(i,i′)∈Jm

wi,i′(d̂i,i′(km, bm)− di,i′(X))2

︸ ︷︷ ︸
distance disparities for consecutive nodes

(16)

s.t. d̂i,i′ = kmni,i′ + bm, (i, i′) ∈ Jm, ∀m (17)

XT (ei − ej) = 0, (i, j) ∈ K. (18)

Our formulation differs from the classical MDS algorithm in
three ways: First, each intra-trace distance estimate is a function
of km and bm, which account for the step length and estimation
noise for each trace. Our formulation enables us to learn node
positions and the step length for each trace simultaneously.
Previous formulations use a default step size and estimate only
the node positions. Second, the weights wi,j and wi,i′ are set to
the assessed confidence of distance estimates. The confidence is
inversely related to the uncertainty given by UDENet, preventing
us from tedious parameter tuning. Third, the junction points
detected by the mSW algorithm are imposed as a constraint,
providing extra information and making our problem a con-
strained optimization problem. As a result, the classical MDS in
previous formulations cannot be directly applied in our case. In
our HMDS formulation, we need to optimize over two blocks
of variables, and our optimization is a constrained optimization.

B. Algorithm

Motivated by iterative majorization (IM), we develop a sur-
rogate function to approximate the original loss function. The
central idea of the majorization method is to iteratively replace

the original complicated function f(x) with a simple surrogate
function g(x, z), where z in g(x, z) is a fixed value and to
generate a monotonically non-increasing sequence of function
values. Following this idea, the two terms of our stress function
have a similar form. For the first term, we expand and rewrite it
as

σ1(X) =
∑

(i,j)∈I
wi,j(d̂i,j − di,j)

2

=
∑

(i,j)∈I
wi,j d̂

2
i,j +

∑
(i,j)∈I

wi,jd
2
i,j − 2

∑
(i,j)∈I

wi,j d̂i,jdi,j

= η1 + ζ1(X)− 2ρ1(X), (19)

where η1 is a constant term, ζ1(X) is written in matrix form as

ζ1(X) = tr

⎛
⎝XT

⎛
⎝ ∑

(i,j)∈I
wi,jAi,j

⎞
⎠X

⎞
⎠

= tr(XTV1X), (20)

whereAi,j is a matrix with ai,i = 1, aj,j = 1, ai,j = −1, aj,i =
−1, and all other elements being zero. V1 is assumed to be
irreducible, i.e., the directed graph associated withV1 is strongly
connected. From the Cauchy-Schwarz inequality, the majorizor
of −ρ1(X) is

−ρ1(X) ≤ −tr

⎛
⎝XT

⎛
⎝∑

(i,j)

bi,jAi,j

⎞
⎠Z

⎞
⎠

= −tr(XTB1(Z)Z), (21)

where Z is a supporting point, and B1(Z) has elements

bi,j =

{
−wi,j d̂i,j

di,j(Z) , if i �= j, di,j(Z) �= 0

0, if i �= j, di,j(Z) = 0

bi,i = −
∑
i �=j

bi,j . (22)

In (21), the equality holds if X = Z. Combining (19), (20), and
(21) gives us the majorizor of the first term in (16) as

σ1(X) ≤ η1 + tr(XTV1X)− 2tr(XTB1(Z)Z)

= τ1(X;Z). (23)

Similarly, we can obtain the majorizor of the second term in
(16) as

σ2(X,k,b) ≤ η2(k,b)+tr(XTV2X)−2tr(XTB2(k,b;Z)Z)

= τ2(X,k,b;Z), (24)

where η2(k,b) is a function of k ∈ R
M and b ∈ R

M . Now,
we apply the method of Lagrange multipliers to find the local
minima of a function subject to equality constraints. Let the ma-
jorizor of (16) be τ(X,k,b;Z) = τ1(X;Z) + τ2(X,k,b;Z),
we write the Lagrangian as

L(X,k,b,u;Z) = τ(X,k,b;Z)

+
∑

(i,j)∈K
uT
(i,j)X

T (ei − ej), (25)
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whereu(i,j) ∈ R
2 is the Lagrange multiplier associated with the

equality constraint for junction nodes (i, j). We aim to find the
stationary points of L, which are the necessary conditions for
the optimal solution corresponding to the original constrained
problem [37]. However, the Lagrangian (25) is hard to optimize
due to its nonconvexity. Fortunately, it is convex in each block of
variables [38]. Specifically, L is quadratic in X,k,b and linear
inu. The saddle point ofL can be computed efficiently by setting
the partial derivatives of L(X,k,b,u;Z) to zero.

With k and b fixed
∂L
∂X

= 2VX− 2B(k,b;Z)Z+
∑

(i,j)∈K
(ei − ej)u

T
(i,j) = 0,

(26)

∂L
∂u(i,j)

= XT (ei − ej) = 0, (i, j) ∈ K. (27)

where V = V1 +V2, B(k,b;Z) = B1(Z) +B2(k,b;Z).
Then, X and u can be obtained analytically by[

X

uT

]
=

[
2V E

ET 0

]†[
2B(k,b;Z)Z

0

]
, (28)

where u = [. . . ,u(i,j), . . .], E = [. . . , e(i,j), . . .] and e(i,j) =
ei − ej .

With X and u fixed, km and bm can be obtained by setting
the partial derivatives to zero as follows:

∂L
∂km

=
∑

(i,i′)∈Jm
2wi,i′(kmni,i′ + bm)ni,i′

− 2
∑

(i,i′)∈Jm
wi,i′ni,i′di,i′ = 0 (29)

∂L
∂bm

=
∑

(i,i′)∈Jm
2wi,i′(kmni,i′ + bm)

− 2
∑

(i,i′)∈Jm
wi,i′di,i′ = 0. (30)

The above equations constitute a system of linear equations.
By stacking km and bm into vectors, we can solve k and b
analytically by [

k

b

]
= Φ†φ, (31)

where

Φ1 = diag

⎛
⎝
⎡
⎣ ∑
(i,i′)∈J1

wi,i′n
2
i,i′ , . . . ,

∑
(i,i′)∈JM

wi,i′n
2
i,i′

⎤
⎦
⎞
⎠ ,

(32)

Φ2 = diag

⎛
⎝
⎡
⎣ ∑
(i,i′)∈J1

wi,i′ni,i′ , . . . ,
∑

(i,i′)∈JM
wi,i′ni,i′

⎤
⎦
⎞
⎠ ,

(33)

Algorithm 2: HMDS Algorithm.

Input : wi,j , wi,i′ , d̂i,j , ni,i′ ;
Output : X,u,k,b;
1: Initialization: X0, Z0, k0, b0, u0;
2: t← 1;
3: while convergence condition not reached do
4: Xt,ut ← (28); / / update coordinate
5: kt,bt ← (31); / / update stride
6: Zt ← Xt;
7: t← t+ 1;
8: end while

Φ3 = diag

⎛
⎝
⎡
⎣ ∑
(i,i′)∈J1

wi,i′ , . . . ,
∑

(i,i′)∈JM
wi,i′

⎤
⎦
⎞
⎠ , (34)

Φ =

[
Φ1 Φ2

Φ2 Φ3

]
∈ R

2M×2M , (35)

φ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑
(i,i′)∈J1 wi,i′ni,i′di,i′

...∑
(i,i′)∈JM wi,i′ni,i′di,i′∑

(i,i′)∈J1 wi,i′di,i′
...∑

(i,i′)∈JM wi,i′di,i′

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R

2M . (36)

We summarize the HMDS algorithm in Algorithm 2
In the HMDS algorithm, we introduce the Lagrangian (25) to

handle the constraints and the block coordinate descent (BCD)
technique to optimize the two blocks of variables in turn - (28)
for the first block and (31) for the second block. One advantage
of BCD is that it can be easily parallelized - the updates to
different blocks of variables can be computed independently
and in parallel. This makes BCD particularly useful for large-
scale optimization problems, where the ability to parallelize
the computation can greatly reduce the time required to find
a solution. Another advantage of BCD is that it can be used
to solve problems with constraints since the variables can be
updated in a way that respects the constraints.

C. Convergence Analysis

In this session, we equip the HMDS algorithm with the
Armijo rule and give the convergence analysis of the HMDS al-
gorithm. Let x = vec(X), y = [x;k;b] and d = [dx;dk;db].
Let ȳ = [x̄; k̄; b̄] be a limit point of the sequence {yt}. Let
{yti |i = 0, 1, . . .} be a subsequence of {yt} that converges to
y∗. For ease of discussion, we focus on the update of x. In
the tth iteration of HMDS algorithm, we minimize L in (25)
with respect to x and obtain x by (28). We choose a feasible
descent direction by dx

t = x− xt−1 and set dt = [dx
t ; 0; 0]. We

further obtain a stepsize αt by Armijo rule, which is defined as
follows:
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Given α0 > 0, β ∈ (0, 1) and σ ∈ (0, 1), we choose αt to be
the largest element in {α0β

n|n = 0, 1, . . .} such that

f(yt−1)− f(yt−1 + αtdt) ≥ −σαtf
′(yt−1;dt) (37)

and

yt−1 + αtdt ∈ X , (38)

where f ′(yt−1;dt) is the directional derivative of f at pointyt−1
in the direction dt. The convergence of the HMDS algorithm is
shown in Theorem 1.

Theorem 1. Every limit point of the iterates generated by the
HMDS algorithm is a stationary point of P1.

Proof. Due to the space limit, we state the proof sketch here.
Due to the use of the Armijo rule, we have

f(yt)− f(yt+1) ≥ −σαtf
′(yt;dt) ≥ 0. (39)

Letting t→∞, we have

lim
t→∞αtf

′(yt;dt) = 0. (40)

Since {f(yt)} is monotonically non-increasing, we have

lim
t→∞ f(yt) = f(ȳ), (41)

where ȳ is a limit point.
Restricting to a subsequence {yti} where x is updated, we

follow the Theorem 4.1 (b) in [39] and prove that

lim
i→∞

dti = 0 (42)

by contradiction.
Since xti + dti is the minimizer of surrogate function

τ(x,yti), we have

τ(xti + dti ;yti) ≤ τ(x;yti), ∀x ∈ X1. (43)

Combining (42) and (43) and letting i→∞, we have

τ(x̄; ȳ) ≤ τ(x; ȳ), ∀x ∈ X1. (44)

Due to the first-order optimality condition and the fact that τ
is a local approximation of f

τ ′(x,y;dx) = f ′(y;d), ∀d = (dx; 0; 0) with x+ dx ∈ X1,
(45)

we have

f ′(ȳ;d) ≥ 0, ∀d = (dx; 0; 0) with x̄+ dx ∈ X1. (46)

Moreover, since dti → 0, we have

lim
i→∞

yti+1 = ȳ. (47)

By restricting to the subsequence that dti → 0 and repeating
the above argument for k and b, we have

f ′(ȳ;d) ≥ 0, ∀d = (0;dk; 0) with k̄+ dk ∈ X2 (48)

f ′(ȳ;d) ≥ 0, ∀d = (0; 0;db) with b̄+ db ∈ X3 (49)

Using the regularity of f at point ȳ completes the proof. �

D. Computation Complexity

To analyze the time complexity of the HMDS algorithm,
we essentially analyze each individual step of the algorithm.
Let m and n be the number of traces and the number of
positions. Usually, n >> m. The major computation in each
iteration is calculating the pseudo-inverse using singular value
decomposition (SVD). The complexity of SVD for solving X
and u is O(n3). The complexity of SVD for solving k and
b is O(m3). The stepsize search by the Armijo rule is of
constant time complexity. Assuming the number of iterations
until convergence is k, the total time complexity of the HMDS
algorithm is O(kn3).

VI. MAP RECTIFICATION

In this session, we describe how we rectify the map obtained in
the preceding section with reference to landmarks. We first find
a transformation to roughly align the map with the landmarks.
Then, we apply our AFD algorithm to rectify the map using
landmarks.

A. Map Transformation

We aim to find the transformation matrices, including scaling,
translation, rotation, and reflection, to align landmarks with the
corresponding nodes in the topological map obtained in the
preceding section. We obtain these transformation matrices by
solving the following minimization problem

P2 : min
P∈Diag(2),R∈SO(2),t∈R2

‖Xdst −PRXsrc − t‖2F (50)

where Xdst and Xsrc are the coordinates of landmarks and
corresponding nodes, P ∈ Diag(2) is a two-dimensional scal-
ing matrix which is also a diagonal matrix, R ∈ SO(2) is a
two-dimensional rotation matrix and t ∈ R

2 is a translation
vector. The difficulty in solving P2 is the constraint that P is
a diagonal matrix. By relaxing the constraint to P ∈ R

2×2, we
obtain the relaxed problemP′2 which is a manifold optimization
problem. We employ the trust-region algorithm to solveP′2. The
problem can be solved efficiently by off-the-shelf solvers, such
as Manopt [40]. Then, we apply the obtained transformation
matrices to obtain the transformed coordinates as

Xtrans = PRX+ t, (51)

where X is the coordinates of nodes obtained by our HMDS
algorithm.

B. Algorithm

The AFD algorithm fixes the positions of the landmarks
and moves other nodes in a 2D euclidean space such that the
euclidean distances between nodes accurately fit the estimated
distances. Let d̂i,j be the estimated distance between nodes i
and j, and Xi be the coordinates of node i. We can characterize
the embedding error as

E =
∑
(i,j)

Ei,j

=
∑
(i,j)

(‖Xi −Xj‖2 − d̂i,j)
2. (52)
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The embedding error is an analogue to the potential energy of
a spring-mass system. Thus, minimizing the embedding error is
equivalent to minimizing the energy of a spring-mass system.

The main idea of the AFD algorithm is to fix a few nodes to
the landmarks and replace each edge in the graph with a spring
to form a spring-mass system. Each node maintains its own
current coordinates, starting with X from the HDMS algorithm.
In each iteration, a node communicates with neighboring nodes,
measures the distances to these nodes, and adjusts its current
coordinates according to the elastic forces exerted on it. The
elastic force exerted on node i from node j is defined as

−→
fi,j = c1(‖Xi −Xj‖2 − d̂i,j)

−→ei,j , (53)

where c1 is the stiffness of the spring between nodes i and j,
d̂i,j is the rest length of the spring, and −→ei,j = (Xj−Xi)

‖Xj−Xi‖ is the
unit vector gives the direction of the force on node i.

While the minimum energy of the spring system corresponds
to the minimum embedding error, it is not guaranteed that the
global minimum can be obtained. To escape from trivial local
minima, our AFD algorithm adopts an adaptive strategy to select
the neighboring nodes to communicate in each iteration. The
neighbor nodes of node i are

N (i) = {j|d̂i,j < dneigh}, (54)

There is a tradeoff between increasing dneigh for greater accu-
racy and keeping it small for escaping from local minima. AFD
algorithm starts with a small value for dneigh to prevent nodes
from getting stuck in local minima. Then, we increase dneigh
in each iteration until dneigh reaches its predefined maximum
value.

The net force exerted on node i is the sum of elastic forces
from neighboring nodes

−→
fi =

∑
j∈N (i)

−→
fi,j . (55)

The coordinates of node i is updated by

Xi = Xi + δ
−→
fi . (56)

where δ is the step size. The rate of convergence is governed by
the step size δ. Large values of δ cause the AFD algorithm to
typically oscillate over low-energy valleys and fail to converge.
Small values of δ cause the AFD algorithm slow convergence.
To improve the convergence of the algorithm, we employ an
adaptive cooling scheme [41] to allow the algorithm to change
step size depending on the progress. This adaptive scheme is
motivated by the trust region algorithm for optimization. Let
γ ∈ (0, 1) be a cooling factor. If the energy of the system
decreases, the step size is unchanged. If the energy of the system
continuously decreases, we start to enlarge the step size by
δ = δ

γ . If the energy of the system increases, we shrink the step
size by δ = γδ.

We summarize the AFD algorithm in Algorithm 3.

C. Computation Complexity

The AFD algorithm has O(n2) running time, where n is
the number of nodes in the input graph. In each iteration,

Algorithm 3: AFD Algorithm.

1: Input : dneigh, ε1, d̂i,j , d̂i,i′ , γ;
2: Output : X;
3: X0 ← Xtrans;
4: ΔX← inf;
5: E0 ← inf;
6: t← 1;
7: while ‖ΔX‖F > ε1 and t < max_iter do
8: for i ∈ U do
9: Compute N (i) using dneigh;

10:
−→
fi ← (55);

11: end for
12: for i ∈ U do
13: Xi ← (56);
14: end for
15: t← t+ 1;
16: dneigh ← dneigh(1 + 0.001t);
17: Et ← (52);
18: ΔE = Et − Et−1;
19: ΔX = Xt −Xt−1;
20: if ΔE < 0 then
21: progress← progress+ 1;
22: if progress > 5 then
23: progress← 0;
24: δ ← δ

γ ;
25: end if
26: else
27: progress← 0;
28: δ ← γδ;
29: end if
30: end while
31: return X;

each node communicates with neighboring nodes, and their
elastic forces need to be computed, which is O(dn), where
d = max{deg(u)|u ∈ U} is the maximum of nodes’ degree.
Assuming the number of iterations to convergence is estimated
to be k, the total time complexity of AFD algorithm is O(kn).
In addition, k is empirically proportional to n. Note that when
combined with a multilevel approach, AFD can handle graphs
with millions of nodes. Furthermore, it requires O(dn) for
storage of pairwise node distance.

VII. EXPERIMENT AND RESULT

A. Datasets and Equipments

In this section, we compare the performance of our system
against several existing systems. We collect traces of WiFi
fingerprints at two sites: a campus and a shopping mall. Data is
collected via a smartphone using an application we developed.
The smartphone is Samsung Galaxy S8+ with Android version
8.0. To obtain the ground truth of node positions, the surveyor
designs a walking path and puts checkpoints on the path. Check-
points typically contain the starting point, ending point, and
turning points whose locations are known by referring to the
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Fig. 4. Floor plan (campus).

Fig. 5. Floor plan (mall).

TABLE II
STATISTICS OF THE DATASETS FOR RADIO MAP CONSTRUCTION

floor plan. Then, the surveyor follows the designed path and
visits the checkpoints in order. When the user visits a checkpoint,
she presses the button on the app to record the time of her visit.
We can easily estimate the average walking velocity between
consecutive checkpoints and generate a sequence of nodes with
a time interval being 2 seconds. Since we know the positions of
all nodes, we randomly select some of them as landmarks whose
positions are known. In a real deployment, we can install BLE
beacons that can broadcast their position at the site.

To imitate crowdsourced data, the surveyor collects data
one trace at a time by walking in a normal fashion over a
planned route. The app collects a variety of sensor readings,
including WiFi RSSI values, accelerations, angular velocities,
and magnetic fields, at their highest sampling frequencies. The
acceleration readings are used to detect steps and determine the
ground truth of step length. We synchronize different sensor
readings to 0.5 Hz. The number of collected fingerprints is 2747
for the campus and 1176 for the mall. The average time interval
between consecutive fingerprints is 2 seconds. Note that some
areas on the floor plan may not be accessible. Figs. 4 and 5 show
the floor plans of the two sites and Table II summarizes the two
datasets.

Experiments are run on our laptop computer with Intel(R)
Core(TM) i7-7700HQ CPU @ 2.80GHZ. The operating system
is Windows 10. All the code is implemented in Python.

B. Baselines

We implemented the following baseline CIPSs for compari-
son:
� Zee which has two key components: Placement Indepen-

dent Motion Estimator (PIME) and Augmented Particle
Filter (APF). PIME uses mobile sensors such as accelerom-
eter, compass, and gyroscope to estimate user motion. APF
uses the motion estimates from PIME and the floor map to
track the user’s location on the floor.

� UnLoc which combines three components - dead-
reckoning, urban sensing, and WiFi-based partitioning
- into a framework for unsupervised localization. Both
Seeded Landmarks (SLMs) from the floor plan and Organic
Landmarks (OLMs) discovered from the collected data
are used to improve the dead-reckoning for subsequent
users, which in turn improves the location estimates of the
SLMs/OLMs themselves. This circular process pushes the
entire system to better accuracy over time.

� LiFs which transforms floor plan to stress-free floor plan by
MDS and then creates a distance matrix between every pair
of two consecutive fingerprints by step counter and com-
pletes the distance matrix by Floyd-Warshall algorithm.
After using MDS to construct a fingerprint space, LiFS
detects doors as landmarks to map fingerprints to locations.
Since doors are not used in our scenario, to adapt to our
experiments, we manually label all the landmarks.

� WiFi-RITA which generates selected user trajectories by
PDR. WiFi-RITA merges the user trajectories by finding
planar rotation and translation with reference to detected
WiFi marks. After the trace merging, WiFi-RITA removes
the outlier traces based on signal marks and landmarks.

� GraphIPS which dynamically generates accurate radio
maps by utilizing crowdsourced smartphone WiFi and
IMU data. GraphIPS fuses the crowdsourced data into a
graph-based formulation and applies the MDS algorithm
to compute the positions of users’ steps. GraphIPS assumes
AP locations are known and WiFi AoA data is available,
both being not true in our scenario. To adapt to our exper-
iments, we manually create all the virtual APs.

We summarize these CIPSs in Table III. The same data is used
to evaluate the above CIPSs.

C. Map Accuracy

We study the map accuracy of Leto compared with the base-
line CIPSs. Figs. 6 and 9 show the true radio maps of the campus
and mall. Each color represents an individual trace. The same
color may represent different traces for the simplicity of colors.
Figs. 7 and 10 visually show the respective estimated radio maps
by Leto. Figs. 8 and 11 show the CDFs of position errors of the
estimated radio maps. From the results, we can observe that:

(1) Leto achieves better accuracy for both sites compared to
most IPSs. The reason is that Leto can learn the topology of the
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TABLE III
COMPARISON OF CIPSS

Fig. 6. True radio map (campus).

Fig. 7. Estimated radio map with 60 landmarks (campus).

Fig. 8. CDF of position errors (campus).

Fig. 9. True radio map (mall).

Fig. 10. Estimated radio map with 40 landmarks(mall).

Fig. 11. CDF of position errors (mall).

radio map first and then make use of anchor points to calibrate the
radio map, while Zee and Unloc construct the radio map trace
by trace. It verifies that the topology is easy to learn and can
help us better construct the radio map. LiFS and GraphIPS also
learn the topology. However, LiFS associates the map with the
floor plan corridor by corridor, which diminishes the benefits
of learned topology. The rigid transformation used in LiFS is
not stable for associating corridors with the floor plan. Note
that GraphIPS achieves similar accuracy as ours on the mall
dataset. The reason is that GraphIPS uses AOA data, which is not
available in practice and GraphIPS generates them by simulated
data. Also, GraphIPS uses AP locations as indirect anchor points,
whose accuracies vary greatly in different sites.

(2) Leto is more deployable compared to the baseline CIPSs.
From Table III, we use fewer sensors and prior knowledge. Most
CIPSs use IMU signals for tracking user behavior, and Leto only
uses the accelerometer signal for step detection. Zee, Unloc, and
WiFi-RITA track user trajectories by PDR which may suffer
from unstable user behavior. Most CIPSs assume a floor plan is
available. Zee and LiFS heavily rely on the availability of a floor
plan to map traces to. Unloc, LiFS, WiFi-RITA, and GraphIPS
require enough landmarks, either automatically detected or
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TABLE IV
STATISTICS OF THE DATASETS FOR LOCALIZATION EVALUATION

determined by a site survey, to achieve satisfactory accuracies.
For Unloc, each trace needs to observe at least one landmark.
For LiFS, the junctions of corridors need to be correctly detected
as landmarks. For WiFi-Rita, each trace needs to observe at
least three WiFi marks. For GraphIPS, the AP locations are
determined by a site survey.

(3) PDR-based CIPSs (i.e., Zee, Unloc, WiFi-RITA) generally
have worse performance compared to graph-based CIPSs (i.e.,
Leto, GraphIPS, LiFS). The reason is that the IMU signal is
noisy and the PDR result is unsatisfactory. Moreover, short
traces contained in our datasets cause extra difficulty for PDR-
based CIPSs. For Zee, short traces exhibit too few signatures
for inferring their locations on the floor plan using a particle
filter. For Unloc and WiFi-RITA, short traces usually reduce the
probability of detecting enough landmarks to calibrate the PDR
result.

(4) Accuracies of CIPSs on the mall dataset are generally
better than that on the campus dataset. For graph-based CIPSs,
like Leto and GraphIPS, the WiFi signal is utilized to infer
pairwise distances, and there are higher probabilities for LOS
(line of sight) at the mall, which is an open space. LOS can help
improve the accuracy of pairwise distance estimation leading
to improved radio map accuracy. For PDR-based CIPSs, like
Zee, the campus map contains much more similar substructures,
i.e., rectangles, than in a mall. It is harder for particle filters to
converge to the correct locations, especially for short traces.
Moreover, the area of the campus is much larger than that of
the mall. Since we use the same number of particles for the two
datasets, the mall is explored more fully than the campus.

D. Localization Accuracy

We study the localization accuracy of our radio map compared
to the baseline CIPSs. We collected additional fingerprints at the
mall and campus about three months later after the initial data
collection. The true positions of nodes are generated as explained
in Section 7.1. The information on datasets for localization
evaluation is summarized in Table IV.

For a fair comparison, we adopt WKNN, which is a widely
used localization technique. In this work, we set K to 3. From
Figs. 18 and 19, we observe that:

(1) The performance of Leto is significantly better than the
baseline models in terms of position errors. Leto’s result is
comparable to results obtained with site survey, especially on
the mall dataset. Note that GraphIPS has a similar performance
to ours on the mall dataset, which is consistent with the result
of map construction errors. As shown in Figs. 18 and 19, 90
percent of localization errors are under 10 meters on the campus
dataset, and 90 percent are under 5 meters on the mall dataset.

(2) The localization error is correlated with the map error. The
localization error is slightly larger than the map error. The reason

TABLE V
PERFORMANCE OF THE DISTANCE CLASSIFICATION

Fig. 12. True pairwise distances (campus).

Fig. 13. Estimate pairwise distances (campus).

is that the fingerprints vary over time due to environmental
changes - AP changes, unpredictable user behaviors, and so on.

E. Pairwise Distance Estimation Accuracy

We study the accuracy of pairwise distance estimation. We
divide the pairwise distance estimation into two steps. We first
train a forward neural network to classify short and long dis-
tances. Then, we train two separate neural networks to estimate
pairwise distances for each class. For the campus dataset, the
short distance is from 0 to 10 meters, and the long distance is
from 10 to 40 meters. For the mall dataset, the short distance is
from 0 to 5 meters, and the long distance is from 5 to 40 meters.
The results of distance classification are shown in Table V. From
the results, we can observe that our model can classify different
ranges with high accuracy.

The CDF of estimation errors is shown in Figs. 20 and 21. The
ground truth and estimation of pairwise distance are shown in
Figs. 12–17. We visualize the estimated pairwise distance matrix
of campus and mall datasets in Figs. 13 and 16. The estimated
distance is consistent with the ground truth shown in Figs. 12
and 15. Note that we only show distances under 40 meters. Our
models only estimate pairwise distances under 40 meters due to
the limited WiFi sensing range.

To demonstrate the robustness of our pairwise distance esti-
mation model, we randomly add or remove some APs from the
test data and evaluate the effect of AP changes on the accuracy
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Fig. 14. Confidence of estimated distance (campus).

Fig. 15. True pairwise distances (mall).

Fig. 16. Estimate pairwise distances (mall).

Fig. 17. Confidence of estimated distance (mall).

Fig. 18. CDF of localization errors (campus).

Fig. 19. CDF of localization errors (mall).

Fig. 20. CDF of distance errors (campus).

Fig. 21. CDF of distance errors (mall).

Fig. 22. Localization errors under AP changes.

of the estimates. The results are shown in Fig. 22. From the
figure, we can observe that estimation errors change only slightly
under different AP changes. The reason is that our AP selection
criteria mitigate the effect of AP changes and crafted features
are effective and robust under AP changes.

To demonstrate the generalization ability of our model, we
increase the training dataset and evaluate the effect of training
data size on the accuracy of pairwise distance estimation. Results
are shown in Fig. 23. From the figure, we can observe that
estimation errors change only slightly under different training
sizes for short distances, while estimation errors are slightly
reduced with increasing training size for long distances.
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Fig. 23. Localization errors under different training sizes.

Fig. 24. Performance under different θ1 (campus).

TABLE VI
PERFORMANCE OF THE JUNCTION DETECTION

F. Junction Detection Accuracy

We study the performance of the junction detection algorithm.
The true positions of all nodes are obtained, as explained in
Section 7.1. When the distance between two nodes from different
traces is smaller than 3 m, we consider them to be at the same
location. As shown in Table VI, our junction detection algorithm
achieves high precision on both datasets. It indicates our algo-
rithm can detect junctions between traces reliably. Note that the
recall of our algorithm is more than 50 % on the mall dataset.
It indicates that our algorithm can discover many junctions that
are not estimated accurately by our pairwise distance estimation
model. This is because we utilize temporal information to align
pairs of user traces. Moreover, our algorithm is highly efficient.
It takes less than one minute to detect junctions among all traces
on both datasets. The reason is that our sliding window technique
and pruning strategies can greatly reduce the computation.

Our algorithm uses two heuristic thresholds θ1 and θ2 for
determining fingerprint-level match and window-level match
respectively. A smaller value of θ1 means a stricter condition
for a fingerprint-level match. Note that θ1 for the campus data
is empirically set larger than that for mall data. This is again
because fingerprints exhibit higher similarity at the mall than
at the campus. A Larger value of θ2 means a stricter condition
for a fingerprint-level match. To demonstrate the robustness of
our algorithm, we investigate the effect of different values for
these two thresholds. The results of θ1 are shown in Figs. 24
and 25. We observe that the detection precision is near 1 over

Fig. 25. Performance under different θ1 (mall).

Fig. 26. Performance under different θ2 (campus).

Fig. 27. Performance under different θ2 (mall).

a certain range of θ1 and deteriorates with larger values of θ1.
The detection recall differs at different sites. The recall slightly
changes under different values of θ1 on the campus dataset, while
the recall significantly increases with increasing θ1. It indicates
that the algorithm is more sensitive to the θ1 when it is applied
to open space. The results of θ2 are shown in Figs. 26 and 27.
We observe that the detection performance is highly stable over
a wide range of θ2 on both datasets.

G. HMDS Performance

To demonstrate the effectiveness of our HMDS algorithm in
constructing the radio map, we visualize the topology of the
radio map in Figs. 28 and 29. From the figures, we can not
directly evaluate the accuracy of the topological map, especially
for Fig. 29. To show the accuracy of the constructed topological
map, we need to refer to the result of map rectification as shown
in Figs. 7 and 10. Since our adaptive force-directed (AFD) algo-
rithm does not change the topology of the constructed map and it
converges in a reasonable time, we can verify that the constructed
topological map by HMDS has good accuracy and HMDS can
effectively fuse the heterogeneous distance estimation to output
a reasonable topology. We also show the MAE of the estimated
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Fig. 28. Estimated topology of radio map (campus).

Fig. 29. Estimated topology of radio map (mall).

TABLE VII
PERFORMANCE OF THE STEP LENGTH ESTIMATION

Fig. 30. Convergence of HMDS (campus).

Fig. 31. Convergence of HMDS (mall).

step length compared to the constant method in Table VII. The
constant method assumes each trace has a constant (0.76 m) step
length.

To demonstrate the efficiency of HMDS, we evaluate the
convergence and running time. Typical convergences of HMDS
on different datasets are shown in Figs. 30 and 31. We observe
monotone decreasing convergences on both datasets. It indicates
the good convergence of HMDS. We also show the running

TABLE VIII
RUNING TIME OF THE MAP CONSTRUCTION

TABLE IX
PERFORMANCE OF THE MAP RECTIFICATION UNDER DIFFERENT NUMBERS OF

LANDMARKS

Fig. 32. Convergence of AFD (campus).

Fig. 33. Convergence of AFD (mall).

time of HMDS in Table VIII. It indicates the low complexity of
HMDS.

H. AFD Performance

In this work, we use 60 and 40 landmarks to rectify the radio
map for campus and mall datasets. To demonstrate the effect
of landmarks in rectifying the radio map, we further evaluate
the MPE using different numbers of landmarks. The results
are shown in Table IX. We observe that the accuracy of map
rectification improves with the increasing number of landmarks.

To demonstrate the effectiveness of AFD in rectifying the
radio map, we show the convergence of AFD in Figs. 32 and
33. We observe that the average force of nodes oscillates several
times. It indicates our algorithm can escape from the local min-
ima and converge to the global optimum by adaptively adjusting
the communication range dneigh. We show the running time of
AFD in Table X. It indicates that AFD can find good solutions
within a reasonable time.
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TABLE X
RUNNING TIME OF THE MAP RECTIFICATION

VIII. CONCLUSION

In this paper, we propose Leto, a crowdsourced radio map
construction scheme based on WiFi, accelerometer signals,
and a few landmarks. Leto introduces several innovations for
crowdsourced indoor radio map constructions. These innova-
tions include enhancement to the graph-based CIPS formulation
by introduction of individual stride parameters and combina-
tion of accelerometer-based and neural network-based distance
estimations, a new low-complexity modified Smith-Waterman
algorithm for sequence matching, a new low-complexity HMDS
algorithm to replace MDS for stress minimization, and a new
rectification step using an enhanced Adaptive Force Directed
algorithm to better align the map with available landmarks. Our
experiments show that the stride parameters can be estimated
reasonably well which should in turn lead to better final results.
Our modified Smith-Waterman algorithm is window-based and
is capable of matching two sequences in the two directions at the
same time. HMDS uses block coordinate descent to handle the
two blocks of variables – node positions and stride parameters
– in turn. We have also enhanced existing neural network-based
distance estimation by introducing the concept of long and
short-distance classification and uncertainty estimation. Our
approach avoids the need for full IMU measurements, which
can be sensitive to how mobile devices are carried.

We implemented Leto and conducted extensive experiments
on our campus and a shopping mall. The results demonstrate
that Leto significantly outperforms state-of-the-art CIPSs on
the campus dataset, in terms of both the radio map accuracy
and WKNN localization accuracy. For the mall data set, Leto is
about at par with GraphIPS while both significantly outperform
the others. We investigated our pairwise distance estimation
accuracy, junction detection accuracy, HMDS performance with
step length estimation accuracy, and AFD performance. We also
investigated the running time and convergence of our algorithms.
Leto requires little prior knowledge about the target site and
consistently provides the best performance over two types of
sites.
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