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Self-Supervised Association of Wi-Fi Probe
Requests Under MAC Address Randomization

Tianlang He, Jiajie Tan, and S.-H. Gary Chan, Senior Member, IEEE

Abstract—Wi-Fi-on devices such as smartphones search for network availability by periodically broadcasting probe requests which
encapsulate MAC addresses as device identifiers. To protect identity privacy, modern devices embed random MAC addresses in probe
frames, the so-called MAC address randomization. Such randomization disrupts the frame association, inadvertently frustrating identity-
oblivious statistical analytic efforts such as people counting and trajectory inference. To address that, we propose Cappuccino, a
novel privacy-preserving approach that captures the association of probe requests under MAC address randomization. Cappuccino first
estimates pairwise frame correlation and then associates frames over time. For frame correlation, it employs a self-supervised estimator
that jointly considers multiple modalities, i.e., information elements, sequence number, and received signal strength. For multiple frame
association, Cappuccino formulates frames as a minimum-cost flow optimization. To the best of our knowledge, this is the first piece
of work that leverages self-supervised learning to estimate frame correlation based on multiple modalities and formulates the probe
request association problem as the network flow optimization. We have conducted extensive experiments in a leading and crowded
shopping mall for more than three months. Cappuccino achieves remarkable performance in terms of V-measure scores (> 0.85).

Index Terms—Wi-Fi, MAC address randomization, self-supervised learning, multiple modalities, network flow optimization

✦

1 INTRODUCTION

Wi-Fi-on devices periodically search for network availability
by broadcasting probe requests. In the past, the request
frames used physical media access control (MAC) addresses
to communicate with the access points (APs). This fixed
MAC address is a unique device identifier and may expose
personal information – by collecting the probes with such
MAC addresses over time, one may re-identify a device
across sites (such as different buildings) and leverage the
device trajectory/location [1] to determine its user identity,
even though the device is not connected with any network.
This has raised grave privacy concerns on user identity and
location.

To protect privacy against Wi-Fi sensing, MAC address
randomization has been recently implemented in modern
commercial devices [2], [3], including most smartphones
with operating system iOS [4] and Android [5]. Instead
of using the real physical MAC address in probe frames,
the device generates randomized virtual addresses at unpre-
dictable times. In other words, the probe requests emitted
from a single device no longer carry the same MAC address
but change to some random addresses once in a while.

While protecting privacy, a direct consequence of MAC
address randomization is that it breaks the continuity and
semantics of probe requests, leading to fragmentation in
data analytics. This adversely and inadvertently frustrates
device-oblivious statistical gathering efforts such as people
counting [6], crowd flow estimation [7], and trajectory in-
ference [8], [9]. As an illustration of the impact, we show
in Figure 1 that three users carry Wi-Fi-on smartphones
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Fig. 1. An illustration showing the influence of MAC address randomiza-
tion in a tracking scenario. The markers represent the positions where
probe requests are emitted. Each type of marker corresponds to a MAC
address.

walking through an area. Figure 1(a) depicts the three com-
plete trajectories if MAC addresses were not randomized.
In reality, due to address randomization, these trajectories
would be fragmented. Figure 1(b) shows a possible sensing
result with eight fragmented trajectories despite only three
devices.

In this paper, we study how to associate probe requests
with their emitter under MAC address randomization – by
correlating these frames through this association process,
we seek to recover Figure 1(a) from Figure 1(b) for our
example above. Such association cannot uncover the under-
lying real MAC addresses and only associate consecutive
probe requests emitted from the same devices, making it
impossible to track or re-identify user devices across sites.
Thus, it enables more fruitful and meaningful anonymised
privacy-protecting data analytics under MAC address ran-
domization.

Without the real MAC address, existing works leverage
other modalities from probe requests as alternative to de-
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Fig. 2. The system framework of Cappuccino.

termine if two frames are associated – they either leverage
location continuity or use one of the frame payloads (such
as information element [4] and sequence number [10], [11]).
However, these approaches often fail in the real-world cases
where many Wi-Fi-on devices are in close proximity to each
other. Under such crowded scenarios, neither location nor
those single-modal payloads is sufficient to differentiate
senders/emitters with a high accuracy. Also, one frame
may have many candidate frames to associate in the crowd
case; the current methods suffer a significant ambiguity
(or conflict) when there are multiple candidates are to be
associated to a frame (association conflict).

To address the above, we propose Cappuccino, a simple
and novel approach that captures probe request association
efficiently under MAC address randomization. Figure 2
shows the system framework of Cappuccino. In the online
phase, Wi-Fi sensors deployed in the venue capture probe
requests from nearby devices and transmitted them to a
processing server, where the probe requests are associated
for online operating or stored for offline updating/training.
On the server, a frame correlation estimator based on mul-
tiple modalities periodically (e.g., every 30 seconds) esti-
mates the pairwise correlation probabilities of the received
frames. Then, a multi-frame association module associates
these probabilities, alleviating the association conflict. In the
offline phase, Cappuccino self-supervise itself by learning
from the stored probe requests.

The major novelties of this work are as follows:
1) Multi-modal association features: To tackle real-world

crowded and complex scenarios, we estimate the pair-
wise frame association in terms of device, time and
space – we jointly capture features from information
element (IE), sequence number and signal strength. These
multiple modalities, which are widely available in frame
attributes, complement with each other, and thus, pro-
vide better association features than the single modality.

2) Self-supervised frame correlation estimator: We employ a
neural network with Siamese structure to capture asso-
ciation features from the multiple modalities. To reduce
its training efforts, we leverage contrastive learning to
avoid manual data labeling. Specifically, we differentiate
frames with real MAC addresses from virtual MAC
addresses by the 7th bit of the input frames (which is
grounded by the guideline [12]) and use the real MAC
addresses to create positive and negative data pairs for
estimator training/updating. Thus, our system is self-
supervised and can adapt to environmental changes.

3) Multi-frame association to alleviate association conflict: Only
considering pairwise association may lead to the associ-
ation conflict; thus, given the pairwise correlation proba-
bilities, we study to achieve a global optimal association
over a batch of probe requests. The problem has not been
considered before. We formulate it to be a minimum-
cost flow problem where a node represents a frame and
the edge between nodes are a decreasing function of the
pairwise association probability. A flow over an edge
indicates that the two frames are associated. By seeking
flow with the minimum cost, Cappuccino obtains the op-
timal association for all the frames in the batch. Besides,
to deal with a large batch of frames, Cappuccino further
employs a mini-batch design to improve its efficiency.

Cappuccino works well even in crowded cases and
is designed for existing Wi-Fi infrastructure without any
special hardware beyond regular Wi-Fi sensors or APs. It
requires neither external localization system nor manual
calibration/labeling beforehand. We have implemented it
and conducted extensive experiments in a leading shopping
mall for more than three months. The results show that
Cappuccino achieves remarkable performance in terms of
discrimination accuracy (> 80%) and V-measure scores
(> 0.85), which outperforms state-of-the-art by 27% dis-
crimination error reduction and 4% clustering completeness
(covered in Section 6.1) average improvement.

The remainder of this paper is organized as follows.
We review the related work in Section 2, followed by the
preliminaries of Cappuccino in Section 3. Then we present
in Section 4 the multi-modal frame correlation estimator,
and detail the association algorithm for multiple frames in
Section 5. Section 6 illustrates the experimental results. We
conclude in Section 7.

2 RELATED WORKS

Prior works for frame association leverage device-specified
IE contents to fingerprint devices [4], [10], [13], [14]. Specific
fields such as transmission rate [13] and service set identifier
(SSID) are used to distinguish between devices [10], [14].
Vanhoef et al. further explore using the combination of
multiple IE fields as fingerprints. They analyze the field
discriminability and utilize the most discriminative and
stable fields to form fingerprints [4]. Though promising, IE
alone is not robust against the diversity of devices because
different devices (say, smartphones of the same model)
may emit probe requests of the same IEs, and the same
device may produce different IEs. By contrast, our work
uses the multimodality of probe requests, i.e., information
element, sequence number, and received signal strength, to
accurately associate frames.

In contrast to content-based fingerprinting mentioned
above, some works study inter-frame patterns to distinguish
frames from different devices. Clock skew, the inherent
drifts of clock in a device, has been explored to differen-
tiate transmitting devices [15], [16]. The works in [11], [17]
use the arrival time between frames as a unique pattern
to identify devices. Bezawada et al. extract features from
network traffic to form fingerprints [18]. However, these
works require either specialized hardware or a large number
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of consecutive probe requests; therefore, they are not cost-
effective in deployment. On the other hand, the continuity of
sequence numbers is another effective indicator for consec-
utive frames. Frame association can be constructed by pre-
dicting the sequence number of the next emitting frame [4],
[19], [20]. Cappuccino also utilizes the sequence number
as one of the features in frame correlation estimation. In
contrast to the deterministic methods given above, Cappuc-
cino proposes a probabilistic scheme in order to adapt to
heterogeneous devices and avoid dedicated calibration.

Some works take advantage of the leaks in protocols
or system designs to obtain the device identifiers. Probe
requests from certain devices may carry the universally
unique identifier-enrollees (UUID-Es), which are derived
from their MAC addresses. The works in [4], [21] reverse-
engineer the UUID-E to recover the original MAC addresses
via pre-computed hash tables. The work in [3] infers the real
Wi-Fi MAC address from the Bluetooth MAC address as lots
of manufacturers assign consecutive MAC addresses for the
two interfaces of the same phone. Vanhoef et al. propose
to set up fake APs with usual SSIDs (e.g., “Starbucks” and
“Airport”) [4], so that devices would expose their true MAC
addresses when they auto-connect to these networks. These
schemes assume special conditions and hence cannot be
generalized to heterogeneous devices and different scenar-
ios. Furthermore, some of these approaches also raise pri-
vacy or security concern because they attempt to forcefully
acquire the true MAC addresses of devices. On the contrary,
Cappuccino uses only the universal information available
on almost every device and fully respects user privacy. The
constructed association is not able to link to user identities
or does not extract user locations.

Data association is to find matching between two sets
of objects. It is conventionally used in correlating measure-
ments with targets in multi-object tracking problems [22],
[23], [24]. The applications have been extended to wilder
fields such as multi-sensor data fusion [25], simultaneous
localization and mapping (SLAM) [26], [27], person re-
identification in visual surveillance system [28], [29], etc.
However, none of these prior works has considered the as-
sociation of multiple probe requests. Cappuccino proposes a
novel, efficient and self-supervised multi-frame association
algorithm by formulating it as a minimum-cost flow prob-
lem. To the best of our knowledge, this is the first piece of
work that estimates frame correlation based on multi-modal
deep learning and formulates the probe request association
problem as network flow optimization.

A preliminary version of this work termed Espresso has
appeared in [30]. Espresso and Cappuccino share the same
multi-frame association, while Espresso’s frame correlation
estimator is based on Bayes’ theorem. As for the multi-
ple modalities, it separately employs a linear regression, a
Gaussian mixture model, and a K-means clustering model
to estimate correlation probability. However, Espresso’s
frame correlation estimator requires offline site-dependent
parameter tuning, leading to much manual training effort
on deployment. Also, Espresso suffers ambiguity when a
device emits two probe requests in a short period — for
example, the third frame emitted from the same device may
get a higher correlation probability to associate the first
frame than the second frame. The current work advances
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Probe requests with different 

randomized MAC addresses 

......

Fig. 3. An illustration of active scan under MAC address randomization
over time. The bars represent the probe requests emitted from a single
device. Different colors and patterns indicate different randomized MAC
addresses in the frames.

from it by proposing a new end-to-end frame correlation
estimator based on contrastive learning, which does not
require any offline calibration for its deployment. Since it
leverages contrastive loss to guide/self-supervise all corre-
lation probability between associated frames to be identical,
it is less likely to mismatch frames aiding with a time
decay. Therefore, it maintains high clustering completeness
and thus outperforms Espresso in accuracy. We also empiri-
cally show that Cappuccino’s frame correlation estimator is
∼ 270 times faster than Espresso with an off-the-shelf GPU.

3 PRELIMINARIES

In this section, we introduce the preliminaries of probe
requests (Section 3.1) and the modeling of frame association
(Section 3.2).

3.1 Probe Request
Active scan is one of the major methods that Wi-Fi devices
use to discover nearby wireless networks [31]. During the
scanning, devices initiate a network search by broadcasting
management frames known as probe requests.

The scan is generally triggered on a periodic basis in
order to reduce energy consumption. Figure 3 illustrates
the process of active scan over time. To discover all the
networks, devices need to probe every available channel.
We refer to the probe request emission of one scan as a
probing round. The duration of a probing round is about
1 s to 4 s subject to the number of scanned channels. In
most cases, the MAC addresses remain unchanged during
a probing round (whether it is real or virtual). Besides that,
the trigger of randomization is not necessarily synchronized
with probing rounds, and a device may use the same MAC
address in different consecutive rounds. The time interval
between two consecutive probing rounds is subject to the
factory configurations of devices.

In Cappuccino, we represent the i-th captured probe re-
quest as the tuple Pi = ⟨Ii, si,Ri, ti⟩, where Ii is the IE vec-
tor, si is the sequence number, Ri is the RSS vector, and ti is
the transmission time. The IE vector Ii = ⟨Ihi | 1 ≤ h ≤ |I|⟩,
where Ihi is the h-th field in frame i and |I| is the total
number of fields. Note that some IE fields (e.g., Vendor Spe-
cific) may appear multiple times in a frame. We concatenate
them by their presenting order and regard the combination
as the content of the field. The sequence number si is a 12-
bit counter indicating the transmission order on the device.
It is bounded between 0 and 4095. The RSS vector of frame
i is denoted as Ri = ⟨rui | 1 ≤ u ≤ |R|⟩, where rui is the
signal strength measured by sensor u, and |R| is the total
number of sensors.
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Fig. 4. Model structure of frame correlation estimator.

3.2 Modeling of Frame Association
As the frames in the same probing round usually share
the same MAC address [11], we are more interested in
associating frames between different probing rounds. In
Cappuccino, we consider frames to be in the same round
if they have identical MAC addresses and their adjacent
time intervals are less than 1 s. We randomly pick one frame
from each probing round to represent it. In the following, we
work on the set of selected frames P = {Pi | 1 ≤ i ≤ M},
where M is the number of frames (rounds).

Let D be the set of transmission devices in P . We use
Sk = {P k

l | 1 ≤ l ≤ Mk,P
k
l ∈ P} to denote the sequence

of probe requests from a device dk ∈ D, where Mk is the
number of frames in the sequence. In the frame sequence
Sk, we name P k

l−1 to be the predecessor frame of P k
l (2 ≤ l ≤

Mk), and P k
l+1 as the successor frame of P k

l (1 ≤ l ≤ Mk−1).
Given above, we define that two probe requests Pi and

Pj (1 ≤ i < j ≤ M ) are associated if Pj is the successor of Pi

(or Pi is the predecessor of Pj). We use a binary indicator
Φij to denote the association between Pi and Pj , where

Φij =

{
1, Pj is associated to Pi,
0, otherwise. (1)

Note that the association Φij = 1 also implies that Pi and
Pj are transmitted from the same device. In this work, we
aim to find the associations in the probe request set P .

4 FRAME CORRELATION ESTIMATOR

In this section, we present the multi-modal correlation esti-
mator between any two probe requests. We first overview
in Section 4.1 the structure of the frame correlation estima-
tor based on contrastive learning, which consists of frame
distance encoding and correlation estimation. Then we dis-
cuss the frame distance encoding for multi-modal inputs in
Section 4.2. Finally, we introduce correlation estimation in
Section 4.3.

4.1 Estimator Based on Contrastive Learning
The association correlation between probe frames Pi and Pj

is defined as their association probability p(Φij |Pi,Pj). In
particular, p(Φij |Pi,Pj) should be significantly high if Pj

is the successor frame of Pi, i.e.,

p(Pj |Pi,Φij = 1) ≫ p(Pj |Pi,Φij = 0). (2)

We can achieve this by learning a metric Mθ(Pi,Pj) ∈ R to
measure how likely Pj is associated to Pi (namely, frame
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Fig. 5. The ratio of distinct IE fields in the probe request pairs.

distance), where θ represents the model parameters. We
map frame distance to probability by simply resorting to
a piecewise function

gθ(Pi,Pj) =


0, Mθ(Pi,Pj) < 0,
1, Mθ(Pi,Pj) ≥ 1,

Mθ(Pi,Pj), otherwise.
(3)

Thus, we can learn the metric parameters by optimizing the
contrastive loss [32] on frame association

argmin
θ

∑
Pi∈P

∑
Pj∈P,j>i

(1−Φij)g
2
θ(Pi,Pj)

+ Φij [1− gθ(Pi,Pj)]
2
,

(4)

where Pi and Pj are associated and non-associated frame
pairs sampled from historical physical probe requests.

We evaluate the frame distance by analyzing their frame
attributes – information element I , sequence number s, RSS
vector R, and time interval ∆t. Since the first three attributes
are independent, we estimate p(Φij |Pi,Pj) by

p(Pj | Pi,Φij = 1)

= p(Ij , sj ,Rj , tj | Ii, si,Ri, ti,Φij = 1)

∝ p(Ij | Ii,Φij = 1) p(sj | si,∆tij ,Φij = 1)

p(Rj | Ri,∆tij ,Φij = 1) p(Φij | ∆tij),

(5)

where p(Φij | ∆tij) conveys a prior knowledge that a frame
is more likely to be associated with a smaller time interval;
we assign it as an exponential decay distribution, i.e.,

p(Φij |∆tij) =

{
exp(−λ∆tij), ∆tij > 0,

0, ∆tij ≤ 0. (6)

where λ is a decay rate.
With the goal of estimating Equation 5, we learn the

metric gθ(Pi,Pj) based on Siamese structure, which en-
codes the compared frames into an identical latent space to
estimate their distance. We illustrate the model structure of
the frame correlation estimator in Figure 4. In frame distance
encoding, we first apply different encoding approaches to
represent the frame attributes of two input frames. Then, the
encoded vectors are fused to be a latent distance vector for
frame correlation estimation. In correlation estimation, we
employ a learning-based metric to evaluate the correlation
probability from the latent distance vector. Notably, both
model inference and training are conducted end-to-end, and
there is no further adjustment once the model structure is
settled.
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Fig. 6. Illustration on sequential encoding for IE.

4.2 Frame Distance Encoding
Although the frame attributes – information element (IE),
sequence number, and signal strength – shed lights on
frame association, their association patterns are complex
and heterogeneous. To explore the association patterns,
we encode the attributes into a latent space where we
can directly measure the frame correlation by calculating
the vector distance. Since these attributes possess separate
properties, we individually consider them with different
encoding structures.

4.2.1 Sequential Encoding for Information Element
Information element (IE) contains device specification and
configuration information. However, a device may emit
probe frames with diverse IEs, and hence using IE as unique
device fingerprints [4] suffers severe false positives. To show
this, we compile statistics from 100,000 pairs of probe re-
quests collected from the same device but at different times
in Figure 5, which depicts the percentage of distinct IE fields
despite the same device.

To effectively utilize IE, we encode IE into a latent
space where we can explore frame correlation. Note that
IE is a sequence of bits in which each conveys a certain
device state. We want to explore which bits are stable while
which bits are prone to change. Meanwhile, some bits may
correlate with each other, which also indicates the clues of
frame association. We use LSTM [33] to encode IE sequence
because it is able to capture long-range dependence between
any bits in an IE sequence. Also, LSTM is memory-efficient
to train and compute, which makes it suitable for this task.

We illustrate the sequential encoding in Figure 6. For two
IEs, Ii and Ij , we first compare their contents bit-wisely. In
particular, the kth element of comparison result is

∆Iij(k) =


1, [Ii(k) ̸= ∅] ∧ [Ii(k) = Ij(k)] ,
−1, Ii(k) ̸= Ij(k),
0, otherwise.

(7)

Then, the produced sequence is processed by LSTM, whose
final hidden state serves as the sequential encoded vector
that accumulates the information throughout the sequence.

The above encoding are conducted on each IE field. For
efficiency concern, we only work on the IE field Ih, if, for
two frames Pi and Pj ,

p(Φij = 0|Ihi = Ihj ) > τ, (8)

Fig. 7. The growth of sequence numbers over time.

where the probability is evaluated according to all the
frames with physical MAC addresses in advance, and the
confidence threshold τ is set to be 0.5 in the paper. We eval-
uate the distance between two sequential encoded vectors
by element-wise Euclidean distance.

4.2.2 Modulus Subtraction on Sequence Number
Sequence numbers are used to record the transmission or-
der of frames. Wi-Fi chips normally increase the sequence
number by 1 when emitting a new frame; the number will
be reset to 0 when reaching the maximum value 4096 [34]).
The sequence number in the ith frame emitted from a device
is

si = i mod 4096. (9)

When devices do not connect to any wireless network,
they transmit nothing but probe requests for active peri-
odical scans. To illustrate this, we record the probe requests
emitted from an iOS device (MAC address randomization
enabled) for 24 hours. The device does not connect to any
network and keeps its screen off. Frames are captured by
a sensor operating on channel 1 of 2.4GHz Wi-Fi. Figure 7
shows the growth of sequence numbers during the period.
Despite the imperfect linearity due to channel switching
and frame loss, the continuity of sequence numbers can be
clearly observed.

Based on this observation, we can capture the patterns of
sequence number interval when receivers operate on a fixed
channel. However, such interval patterns can be affected by
many factors, such as frame loss and device heterogeneity.
To address it, we apply the modulus subtraction of sequence
number as part of the latent distance vector. i.e., for si and
sj in two frames,

∆sij = (sj − si) mod 4096. (10)

The correlation estimation can then learn the multi-mode
pattern of sequence number interval, which will be dis-
cussed in Section 4.3.

4.2.3 Spatial Encoding for Signal Strength
Due to the location-dependence nature of RSS, the transi-
tions of signals reflect user movements in the physical space.
On the one hand, location can serve as a physical constraint.
For instance, a device should not move far away in a short
time period (say, several seconds). On the other hand, users’
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locations are usually correlated by building functionality.
For example, pedestrians’ locations mostly perform similar
patterns in a pathway. Thus, exploring spatial correlation
from RSS is beneficial for estimating the correlation between
two frames.

RSS vectors represent the received signal strengths of
each sensor from an emitting device. Usually, during an
active scan from a device, the number of receiving sensors
is much smaller than the total number of available ones in
a site (such as a shopping mall). This makes the sparsity
of RSS vectors, and hence exploring the spatial correlation
between two frames is tricky. To address this, we encode RSS
vectors into a compact latent space to indicate their locations
so that the spatial correlation can be better estimated.

In nature, RSS vectors represent locations. Thus, we treat
it as a whole and encode RSS by a stack of fully connected
layers with ReLU as the activation functions. We use the
dropout mechanism to reduce overfitting [35]. Note that,
this encoding is privacy-preserving because we cannot get
actual location from the encoded vectors. Similar to IE
sequential encoding, we use element-wise Euclidean dis-
tance to evaluate the distance between two spatial encoded
vectors.

4.3 Correlation Estimation

Given the latent distance vector, the module then estimates
the correlation between the frames. The module is designed
based on two intuitions. Firstly, given the latent distance
vector, we need a model to estimate frame correlation by
jointly considering the encoded distance information from
different attributes. Secondly, as mentioned in Equation 5,
we want to capture the complex association pattern of
RSS and sequence number under different time intervals
between frames. Thus, we concatenate the time interval into
the latent distance vector and employ a neural network to
evaluate frame association (mapping distance to probability
is shown in Equation 3).

We argue that a neural network with a simple structure
(in terms of layer number) is suitable for the correlation
estimation. For one thing, since the frame attribute patterns
have already been captured by the frame distance encod-
ing, a small neural network is enough to evaluate frame
correlation from the latent distance vector. For another, the
neural network with too many layers renders it hard to
optimize for the first few layers, so a correlation estimation
with a too deep structure would make it hard to learn for
the frame distance encoding. Overall, we employ a 2-layer
neural network for the correlation estimation module.

5 MULTI-FRAME ASSOCIATION

In this section, we present how Cappuccino efficiently as-
sociates multiple frames. Section 5.1 formulates the multi-
frame association problem. In Section 5.2, we show that the
association problem can be tackled as a minimum-cost flow
solution. Finally, we present in Section 5.3 the mini-batch
adaptation to process a large dataset.

5.1 Multi-frame Association Formulation
We first present the formulation of the multi-frame associa-
tion problem. Recall that P = {Pi | 1 ≤ i ≤ M} denotes the
set of M frames obtained in a period. Our goal is to find the
predecessor frame (i.e., the previous frame sent by the same
device) and the successor frame (i.e., the next frame sent by
the same device) of each frame Pi in P .

Let Φ be the M × M association matrix where the
element Φij is defined in Equation 1. In case the successor
and/or predecessor of a frame is not in P , we further
introduce two indicator vectors of length M , denoted by
A and B, where

Ai =

{
1, Pi has no successor in P ,
0, otherwise, (11)

and
Bi =

{
1, Pi has no predecessor in P ,
0, otherwise. (12)

Given a set of probe requests P and their pairwise
association probability given by the correlation estimator
(Section 4), the multi-frame association problem seeks an
association with the highest joint probability over the entire
set. That is,

argmax
Φ

∏
i

∏
j

p(Φij |Pi,Pj)
2Φij

∏
i

γAi
∏
j

γBj , (13)

subject to:
M∑
j=1

Φij +Ai = 1, ∀i : 1 ≤ i ≤ M , (14)

M∑
i=1

Φij +Bj = 1, ∀j : 1 ≤ j ≤ M , (15)

Φij ∈ {0, 1},Aij ∈ {0, 1},Bij ∈ {0, 1},
∀i : 1 ≤ i ≤ M, ∀j : 1 ≤ j ≤ M , (16)

where γ is the probability that a frame has no predecessor
(or successor) in P . The objective function (13) is the joint
probability of all the association decisions over P . The
constraints (14) and (15) require that each frame has at most
one predecessor and at most one successor, respectively.
The value of γ can be empirically determined according to
historical data.

5.2 Minimum-cost Network Flow Solution
We show that the above multi-frame association problem
can be solved efficiently by viewing it as a minimum-cost
network flow problem.

Figure 8 illustrates the graph structure of the correspond-
ing flow network G. For each frame Pi ∈ P , two nodes are
added into the network G — a sender node ui and a receiver
node vi. A sender node has a supply of 1 and a receiver
node demands 1. Edge (ui, vj) ∈ E ( 1 ≤ i, j ≤ M, i ̸= j
) indicates that Pj is a possible successor frame of Pi. The
cost of edge (ui, vj) is assigned by the negative logarithm of
the frame correlation, i.e., − log p(Φij |Pi,Pj). We further
set the edge capacities to 1 since the association between
frames is a binary decision.

Moreover, we add in G an auxiliary node w to represent
the case where frames have no successor and/or prede-
cessor. A flow from a sender node to the auxiliary node
indicates that the frame has no successor, while a flow from
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Fig. 8. The graph structure of a flow network.
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Fig. 9. The workflow of frame association for a large dataset.

it to a receiver implies the case of no predecessor. The edge
costs to/from the auxiliary node are − log γ/2, and their
capacities are 1. The supply on the auxiliary node is 0 due
to the following theorem.

Theorem 1. Let N denote the number of devices that transmit
probe requests P (N ≤ M ). The number of frames with no
successor is equal to the number of frames with no predecessor,
i.e.,

∑M
i=1 Ai =

∑M
i=1 Bi = N .

Proof. Let Sk = {P k
l | 1 ≤ l ≤ Mk} be the frame sequence

emitted from the k-th device. In Sk, all the frames except for
the last one P k

Mk
have successors, i.e., Ak

Mk
= 1 and Ak

l = 0
(1 ≤ l ≤ Mk − 1); all the frames except for the first one
P k

1 have predecessors, i.e., Bk
1 = 1 and Bk

l = 0 (2 ≤ l ≤
Mk). Because P is the union of frame sequences from the
M devices, the number of devices N can be represented by
the total number of frames with no successor (

∑M
i=1 Ai =∑N

k=1 A
k
Mk

= N ) or the total number of frames with no
predecessor (

∑M
i=1 Bi =

∑N
k=1 B

k
1 = N ).

In the flow network above, we can find a maximum flow
f with the minimum cost to obtain the optimal association,
i.e.,

argmin
f

−
∑
i

∑
j

f(ui, vj) log p(Φij |Pi,Pj)

− 1

2
log γ

∑
i

f(ui, w)− 1

2
log γ

∑
j

f(w, vj), (17)

subject to:
M∑
j=1

f(ui, vj) + f(ui, w) = 1, ∀i : 1 ≤ i ≤ M , (18)

M∑
i=1

f(ui, vj) + f(w, vj) = 1, ∀j : 1 ≤ j ≤ M , (19)

M∑
i=1

f(ui, w) =

M∑
j=1

f(w, vj), (20)

f(ui, vj) ∈ {0, 1}, ∀(ui, vj) : (ui, vj) ∈ E, (21)

where f(ui, vj) represents the flow on the edge (ui, vj).
Equations (18–20) are the constraints of flow conservation,
and Equation (21) specifies the capacities on edges.

The minimum-cost flow problem can be solved effi-
ciently by using algorithms such as Cycle Canceling [36],
[37] and Network Simplex [38]. Given the optimal flow f ,

the corresponding frame association can thus be obtained
by

Φij = f(ui, vj), (22)
Ai = f(ui, w), (23)
Bj = f(w, vj). (24)

Last but not least, we prove the correctness of the
proposed minimum-cost flow modeling by the following
theorem.

Theorem 2. The proposed minimum-cost flow problem is equiv-
alent to the multi-frame association problem.

Proof. The theorem is proven by showing that both the
objective functions and the constraints in the two problems
are equivalent. We first discuss the objective functions. Let
OMFA denote the objective function (13) in the original
multi-frame association problem, and OMCF be the objective
function (17) of the minimum-cost flow formulation. We can
easily verify that OMCF = − logOMFA/2. Hence maximizing
the objective function (13) is equivalent to minimizing the
objective function (17). We then show the equivalence of
constraints. By applying the conversion in Equations (22–
24), constraints (18–21) can be rewritten to the format of con-
straints (14–16), respectively. Constraint (20) corresponds to
the characteristic of the multi-frame association as described
in Theorem 1. Therefore, we conclude that the proposed
minimum-cost flow problem is equivalent to the multi-
frame association problem.

5.3 Mini-batch Processing for Large Dataset

Although the above algorithm can construct the association
on a given frame set, the efficiency would be affected when
processing a large body of frames in a single batch (say, a set
of frames in several hours). To address this, we present in
the following an efficient processing scheme based on mini-
batch.

The basic idea is to divide the dataset into multiple
smaller batches and sequentially construct associations for
each. Apart from the association within each mini-batch,
Cappuccino also considers the association across different
mini-batches in order to obtain the complete association
over the entire period. Figure 9 illustrates the workflow. The
frame set P is partitioned into multiple mini-batches of the
same interval T , i.e., P = P1 ∪P2 ∪ · · · . Let Qi denote the
set of frames without successors after processing the i-th
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Sensor

Fig. 10. The floor plan of the experimental site in a large shopping
mall (in meter).

mini-batch (initially, Q0 = ∅). To avoid the size exploding
of Qi, Cappuccino only keeps the frames in the last time
period of length V , denoted by Q′

i. V is usually the possible
maximum interval between two consecutive probe requests
(V = 600s empirically). In the i-th iteration, given the mini-
batch frames Pi and the pruned set of previously associated
frames Q′

i−1, we solve the minimum-cost flow problem
over Pi ∪Q′

i−1. The ultimate association over the entire set
P can be obtained by the union of the association in all the
iterations. Note that the scheme also enables Cappuccino to
operate in an online manner with a delay of T .

6 ILLUSTRATIVE EXPERIMENTAL RESULTS

We present in this section the experimental evaluation of
Cappuccino. We introduce the experimental settings in Sec-
tion 6.1 and discuss the illustrative results in Section 6.2.

6.1 Experimental Settings
We have implemented Cappuccino and conducted extensive
experiments to validate its performance. The system consists
of multiple Wi-Fi sensors and a centralized server. The
sensors are implemented on commercial Wi-Fi APs (GL-
AR150 with OpenWrt 18.06). They capture probe requests
via libpcap. Captured frames are then transmitted to the
server through Ethernet for storage and processing. The
server is built on a PC equipped with Intel Core i7 3.6GHz
CPU and 16GB RAM. The algorithm is implemented in
Python. We solve the minimum-cost flow problem by em-
ploying Google OR-Tools [39], which implements a cost-
scaling push-relabel algorithm. The complexity of the algo-
rithm is O(n ∗m2 ∗ log(n ∗ c)) where n, m is the number of
node and edge and c is the largest edge cost.

The experiments are conducted on an entire floor of a
large shopping mall (in Hong Kong), including public walk-
way and stores. Figure 10 shows its floor plan (∼8000m2)
and sensor placement (21 sensors in total). Wi-Fi sensors are
installed on the ceiling. Probe requests are often broadcasted
in all channels; we hence only need to listen on one channel
where we operate on channel 1 of 2.4GHz in our experi-
ments. The system has been running for more than three
months. We use the frames collected in one day for training
the frame correlation estimator and the data in another day
for evaluation. During a business hour on a typical weekend

day, there are ∼20,000 frames captured by the system with
∼5000 unique MAC addresses.

Obtaining the actual frame association (as ground truth)
is a major challenge in the experiments. We introduce two
methods to address this. The first solution is to use the probe
frames of physical MAC addresses. The real addresses are
naturally the device identifiers and hence indicate the true
associations of frames. Although the frames come from the
devices without MAC address randomization, we can still
leverage them to evaluate the overall performance under a
large number of simultaneous frames. The second way is
to manually collect the emitted MAC addresses. We attach
external Wi-Fi sensors close to the transmitting devices,
and the frames emitted can be captured with strong signal
strength. In particular, we consider the frames with RSS
greater than −40 dBm coming from the targeting device
and thus obtain its frame association. In the experiment,
we invite 6 volunteers to carry smartphones (one for each
user; the Wi-Fi function is switched on but does not connect
to any network) and roam in the site. This can be used to
validate the system performance on real devices with MAC
address randomization. Unless otherwise stated, the dataset
labeled with physical MAC addresses is our default test set.

Our experiment uses the following performance metrics:

• Discrimination accuracy: Given a probe request Pi at
time ti and the set of previous frames captured in
[ti − τ, ti) that contains at least one predecessor of Pi,
we regard it as a correct association if the frame of the
highest correlation to Pi is emitted from the same de-
vice transmitting Pi. Discrimination accuracy is defined
as the ratio of the correct cases among all the tests. The
metric reflects the effectiveness of the frame correlation
estimator. In our experiments, discrimination accuracy
is estimated from 1000 randomly selected frames and
their previous frames.

• Homogeneity, completeness and V-measure: Homogeneity
and completeness are widely used in clustering perfor-
mance analysis by leveraging normalized conditional
entropy. We borrow its concept to evaluate the good-
ness of associated frame sequences by regarding them
as clusters. Readers may refer to [40] for a detailed
explanation. Homogeneity reflects whether generated
sequences contain only frames from the same devices,
while completeness implies whether all frames from
a device are assigned to the same frame sequence. V-
measure gives a comprehensive score which is defined
as the harmonic mean of homogeneity and complete-
ness. All the scores are between 0 and 1, and a higher
value indicates better performance.

We compare Cappuccino with the following prior
schemes:

• IE fingerprinting (IEFpr) [10]: The work uses a bit-
level fingerprinting approach to distinguish between
devices. It performs entropy-based analysis (i.e., vari-
ability and stability) on each frame bit to extract the
informative ones as the devices’ fingerprints.

• Sequence number thresholding with IE clustering (Seq-
Thresh) [4]: The scheme proposes a two-stage associa-
tion based on IEs and sequence numbers. It first clusters
probe requests according to their IE fields. Within each
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Fig. 11. Training process of frame correlation estimator. Fig. 12. ROC curves of model components.

TABLE 1
Experimental baseline parameter setting.

Parameter Value

Sequential model layer 64, 64

Spatial encoding model layer 35, 50, 1

Correlation estimator layer 50, 1

Decay rate λ 10−5

Mini-batch duration T 30s

No association probability γ 10−5

cluster, it then links frames if the difference between
sequence numbers is below a specified threshold η.
We follow the original paper to select IE fields and set
η = 64.

• Time-based signature (TimeSig) [11]: The scheme treats
the distribution of the inter-frame arrival time (i.e., the
time interval of pairwise frames) in probing rounds as
the devices’ signatures. A distance function is also de-
signed to compare the similarity between two interval
distributions.

• Espresso [30]: Espresso separately uses linear regression,
Gaussian mixture model, and K-means cluster to es-
timate the frame correlation in terms of information
element, sequence number, and signal strength. This is
the preliminary version of Cappuccino, as mentioned
in Section 2.

Unless otherwise specified, the system parameters are
given as follows. As for the hyper-parameter of frame
correlation estimator, the sequential encoding model is a 2-
layer LSTM with hidden size of 64, the neuron quantities of
spatial encoding model are 35, 50, 1, and neuron quantities
of correlation estimation are 50 and 1. In training frame
correlation estimator, all the associated pairs are used as
positive samples while we randomly select non-associated
pairs during training process; we use Adam optimizer
whose initial learning rate is 0.001. The frame association
decay rate λ is 10−5. In the multi-frame association, the
mini-batch duration T = 30s and the probability of no
predecessor or successor γ = 0.00001. These parameters are
summarized in Table 1.

6.2 Illustrative Results

Figure 11 illustrates the training process of the frame cor-
relation estimator, where we plot the contrastive loss (as
shown in Equation 4) and validation accuracy (using all
test data) over training epoch. In the experiment, we repeat
the training process for five times and show their averaged
result. The training loss shows prominent descending with
epoch smaller than 50, after that, the curve slowly descends
with oscillation caused by the random sampling of non-
associated frame pairs. Similarly, the validation accuracy
increases before epoch of 50 and flats off after that. The
validation result does not suffer severe overfitting since
the random sampling renders training data change between
epoches. Thus, we stop training process at the epoch of 50
and use the produced model to conduct following experi-
ments.

Figure 12 compares the ROC curves between the frame
correlation estimator of Cappuccino and Espresso when the
period τ = 60. We view the frame correlation estimator as
a binary classifier to predict if a pair of probe requests are
emitted from the same device. A frame pair from the same
emitter is regarded as “positive”; it is “negative” otherwise.
From the plot, Cappuccino shows superiority over Espresso
because it extracts high-level features from the multi-modal
inputs and make less assumption on the decision model.
What’s more, since it employs contrastive loss as training
objective, most frame pairs are well predicted to be either
0 or 1; thus, Cappuccino shows better performance (27%
discrimination error reduction with default τ ) as a classifier.

We further compare discrimination performance in the
periods of various lengths τ as for the frame correlation es-
timator of Cappuccino and Espresso. As shown in Figure 14,
though Espresso is fairly accurate, Cappuccino further im-
proves its accuracy by a large margin (e.g., Cappuccino
reduces around 27% discrimination errors with τ = 60). As
shown by the curves, the discrimination accuracy of both
approaches decreases as τ grows; while accuracy variation
becomes smaller as τ goes larger. This is because the two
frames are unlikely to be associated when their time interval
is large, so that the frame correlation estimator can easily
identify the additional frame candidates, introduced by the
increased τ , as non-associated ones.

We verify in Figure 13 about the model substructures
of Cappuccino’s frame correlation estimator regarding the
frame attributes. We, in each time, keep one encoding struc-
ture from frame distance encoding (as shown in Figure 4) to
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Fig. 13. Discrimination accuracy comparison in differ-
ent lengths of periods.

Fig. 14. Discrimination accuracy of model compo-
nents in different lengths of periods.

Fig. 15. Homogeneity of the frame sequences con-
structed by different association methods.

Fig. 16. Completeness of the frame sequences con-
structed by different association methods.

investigate its contribution to the whole model. The figure
shows that the sequential encoding (information element) is
the most informative (with discrimination accuracy ∼ 60%)
on frame association among the three attributes; while spa-
tial encoding (signal strength) and sequence number sepa-
rately discriminate associated pairs by accuracy ∼ 20% and
∼ 30%. Overall, their combination (i.e., Cappuccino) greatly
outperforms each of them by at least 30% discrimination
accuracy. This shows that Cappuccino is capable of utilizing
these frame attributes to complement with each other.

We verify the multi-frame association module in Fig-
ures 15 and 16, which illustrate the homogeneity and com-
pleteness of the frame sequences constructed by different
association methods, respectively. Since we are the first to
consider multi-frame association, we involve two additional
related comparison schemes for fairness: NN refers to the
nearest neighbor algorithm which associates a frame with
the other one of the highest correlation; Clustering denotes
the approach that applies DBSCAN [41] to cluster probe
requests based on the pairwise correlations. We plot the dy-
namics of homogeneity (Figure 15) and completeness (Fig-
ure 16) under different time periods. Since each probe
request can be exclusively associated with another frame
(or none), a single mistaken decision may cause a domino
effect on the remaining associations. NN considers only the

local association optimality and hence tends to fragment the
frame sequences, resulting in low completeness. By contrast,
Clustering achieves high completeness but low homogeneity.
The reason is that Clustering greedily associates frames. Such
unconstrained association tends to merge frame sequences
and leads to low homogeneity. Cappuccino employs the
minimum-cost flow approach to capture the global opti-
mality and thus achieves a balanced performance between
homogeneity and completeness.

We further illustrates in Figure 17 and Figure 18 the
benefits on multi-frame association from the accurate frame
correlation estimator of Cappuccino: while being high ho-
mogeneity as Espresso, Cappuccino improves the associa-
tion completeness (by 2-6% over time). Espresso shows low
completeness because it suffers ambiguity when a device
emits more than one frames within a mini-batch – the
successor of the successor frame may get a higher corre-
lation probability. Cappuccino’s frame correlation estimator
leverages contrastive learning to guide all the correlation
probabilities of associated frames to be one; thus, it is less
likely to fail in this scenario with time decay (as shown in
Equation 6).

Figure 19 demonstrates the impact of the mini-batch
interval T in terms of homogeneity and completeness. The
mini-batch interval does not significantly affect the perfor-
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Fig. 17. Comparison to Espresso in terms of homo-
geneity.

Fig. 18. Comparison to Espresso in terms of com-
pleteness.

Fig. 19. Homogeneity and completeness against the mini-
batch interval T .

Fig. 20. V-measure of the frame sequences con-
structed by different schemes.

Fig. 21. Performance scores of the frame se-
quences constructed by different schemes (virtual
MAC address).

mance since the overall standard deviations of homogeneity
and completeness are low (0.002 and 0.004, respectively).
However, we can still observe that both homogeneity and
completeness increase rapidly with the growth of T when T
is small (T < 30s). With a large T (T ≥ 30s), the dynamics of
both metrics become gentle. On the other hand, the period
T also affects the system’s responsiveness (i.e., the delay of
outputting association results). To balance the association
performance and responsiveness, we choose T = 30s in the
system.

Figure 20 demonstrates the V-measures of the frame se-

quences constructed by different schemes under various pe-
riods. V-measure can reflect the comprehensive performance
of frame association. We can observe that Cappuccino out-
performs the others in all the experimental periods. The
score of IEFpr declines significantly as time goes on. This
is because it cannot accurately distinguish between devices
under a large number of ambiguous frames and thus results
in low homogeneity. We have not included the curve of
TimeSig in the figure since its V-measure is extremely low
(< 0.1). The possible reason is that TimeSig cannot well-
characterize the inter-frame interval feature from a limited
number of frames in probing rounds since the sensors only
monitor a single channel.

We verify Cappuccino by probe requests with virtual
MAC addresses (the ground-truth association is captured by
external sensors). Figure 21 depicts the homogeneity, com-
pleteness and V-measure of the associated frame sequences
of the comparing schemes. Although SeqThresh perform
slightly better in homogeneity, they have much lower com-
pleteness and hence lower V-measure. This is because the
deterministic methods applied are easily affected by frame
ambiguities and noises, causing the incomplete association
in the sequences. TimeSig again has the worst performance
due to the lack of inter-frame interval features. It is noted
that Cappuccino outperforms Espresso by a limited margin
in the figure. This is reasonable because both Cappuccino
and Espresso are designed to tackle large-scale crowded
scenarios – it is hard to capture ground truths under vir-
tual MAC addresses in a large-scale shopping mall; only
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TABLE 2
Computation time comparison on frame correlation estimator between Cappuccino and Espresso.

Method Processor Batch size Computational time

Espresso Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz 1 1.8ms

Cappuccino Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz 1 1.6ms

Cappuccino NVIDIA GeForce RTX 2080 Ti 100 0.1ms

Cappuccino NVIDIA GeForce RTX 2080 Ti 1000 7.9µs

Cappuccino NVIDIA GeForce RTX 2080 Ti 2000 7.5µs

Cappuccino NVIDIA GeForce RTX 2080 Ti 3000 7.2µs

six smartphones are used to capture ground truths. Nev-
ertheless, Cappuccino shows balanced homogeneity and
completeness in the figure, which is consistent with the
experiments with physical MAC addresses in Figure 20.

We finally compare the computational time of the frame
correlation estimator (to compute one correlation probabil-
ity) between Cappuccino and Espresso in Table 2. Since
the frame correlation estimator of Cappuccino is based
on deep learning, we can leverage parallel computing on
GPU to reduce its computational time. We use an off-the-
shelf GPU for computation; we repeat each experiment for
50 times and average the results. As shown in the table,
both approaches’ frame correlation estimator use ∼ 2ms on
CPU. However, Cappuccino is much more computationally
efficient than Espresso when it is computed in batch on
GPU. Overall, Cappuccino’s frame correlation estimator is
∼ 270 times faster than that of Epresso.

7 CONCLUSION

To protect user privacy, MAC address randomization has
been deployed on modern devices, where randomly gener-
ated virtual MAC addresses are used in probe requests. As
the MAC address from a single device changes randomly,
many identity-oblivious statistical analytic approaches such
as people counting, crowd flow estimation, and trajectory
inference are defeated. In this paper, we present Cappuc-
cino to establish the association between probe requests
under MAC address randomization. Cappuccino works
on existing Wi-Fi infrastructure without specially designed
hardware, external localization systems, or offline device
calibration/training. It is able to self-adapt to new envi-
ronments. Our scheme consists of two important modules:
frame correlation estimator and multi-frame association.
The correlation estimator leverages contrastive learning to
estimate frame correlation by jointly considering the mul-
tiple modalities of frame attributes, including information
element, sequence number, and signal strength. On top of
that, Cappuccino models the multi-frame association as a
minimum-cost network flow problem, where the nodes rep-
resent the frames to be associated, and the edge weight is a
decreasing function of the frame correlation. We have imple-
mented Cappuccino and conducted extensive experiments
to verify its performance. Our results show that Cappuccino
achieves remarkable performance in terms of discrimination
accuracy (> 80%) and V-measure scores (> 0.85), which

outperforms state-of-the-art by 27% discrimination error
reduction and 4% completeness improvement on average.
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