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Abstract— Multicast is an efficient technique to deliver data to a large group of
users. For some applications offering multicast security is an important issue. In such
a system, a new member should not be able to decrypt the multicast data sent before
its joining and a former member should not be able to decrypt the mulitcast data
sent after its leaving. Traditional approaches generally focus on reducing the re-key
messages for a single server. However, these approaches still lead to large exchange
overhead when the group is large. In this paper, we consider a distributed server
network in which the user pool is split into multiple groups and served by multiple
servers. Given the user traffic, there is a trade-off between the amount of re-key
messaging and the total data bandwidth needed. We present a simple model for the
system and study how the total bandwidth (including the re-key messaging and data
traffic) can be minimized by optimizing the number of servers in the network. As the
underlying user traffic is dynamic, a server should be able to split and merge user
groups to minimize its total bandwidth. We propose a scheme for such a purpose.
We show that distributed server network is able to substantively reduce the total
bandwidth required in the system as compared to the traditional scheme.

I. I NTRODUCTION

Multicast is an efficient technique for delivering data to a large
group of users in multimedia applications such as the Internet stock
quote, Internet radio, audio/music delivery, video surveillance, etc [1].
Many of these applications requires data security. The current multi-
cast protocols , however, do not offer any security features in terms
of confidentiality, authenticity and integrity. In this paper, we would
mainly study the data confidentiality issue in the multicast environ-
ment (i.e., unauthorized users should not be able to access the mul-
ticast data). In such a system, a new member should not be able to
decrypt those multicast data sentbeforeits joining (i.e., the so-called
“backward secrecy”) and a former member should not be able to de-
crypt those multicast data sentafter its leaving or evicting (i.e., the
so-called “forward secrecy”) [2].

Traditional data security is generally based on PKI technology and
applied in the unicast environment. Such a point-to-point approach
is not applicable in the multicast environment with a large number of
users, and when the group is highly dynamic, i.e., the group mem-
bers join and leave frequently and at random times. Therefore, when-
ever there is a membership change in a group, the data has to be re-
encrypted with a different key and the corresponding decryption key
has to be made known to all the members in the group. If not managed
properly, these “re-key messages” which inform the key change would
consume a large amount of network bandwidth and processing over-
heads. An efficient solution to address this issue of key management
has been proposed independently by Wonget al. and Wallneret al. [3],
[4] Both schemes introduce a hierarchical key tree structure in which
the group members are arranged as a logical key tree. Each group
member is at the leaf of the tree and belongs to more than one multi-
cast subgroups. Using this approach, the number of re-key messages
for each change of membership (in the form of “join” and “leave”)
is shown to be onlyO(log N), whereN is the number of concurrent
users in the system, i.e., the group size.

In each server of a secure multicast system, there is generally a data
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Fig. 1. An example of multicast system.

manager and a control manager. The data manager encrypts and trans-
mits data while the control manager is responsible for key management
such as generating, storing and distributing keys. One issue of a single
server system serving the whole population is that its complexity in-
creases as the number of user increases, mainly due to the large number
of re-key messages and the size of the key database (there are generally
many keys involved in a secure multicast group). Therefore, in order
to reduce the complexity and manageability of the system for a large
multicast group, it may be beneficial to split the group into a number
of smaller groups and serve them independently, thus forming a dis-
tributed server network. We show in Fig. 1 such a system, in which
the servers distributed in the network serve their respective pools of
users. Note that these servers are not necessarily geographically dis-
tributed — they may be logical servers. Therefore, a distributed server
networks consists of one or more physical servers, each of which may
contain one or more logical servers. Data is multicast to the users from
its respective data manager, while the control manager notifies its users
of the decryption keys.

Note that in such a server network, the total traffic for the multi-
cast data is proportional to the number of servers. On the other hand,
as the number of servers increases, the overhead in re-key messaging
decreases (due to a decrease in the number of users served by each
server). Therefore, there is a trade-off between re-key messaging and
data traffic and a corresponding optimal number of servers such that
the total bandwidth requirement of the servers is minimized given a
certain user traffic. Clearly, when the data rate is high and the users
are less dynamic (as in some video applications), splitting the pool of
users into many groups may not be beneficial; on the other hand, if the
data rate is low and the user pool is large and highly dynamic (as in
stock quote applications), the pool of users is more likely to be split
into many groups.

For a multicast application, traffic in a pool of users may not be con-
sistently stationary. An example is an internet stock quote system. In
general, user traffic is higher at the start of the day than the at end of
the day. It is therefore important for the servers to split and merge their
user groups dynamically so that the total bandwidth is minimized. The
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distributed server network is thus hierarchical in nature: the total pool
of users is split and served by multiple independent physical servers
where each server, depending on its local traffic, may further split and
merge its user groups dynamically into multiple logical servers to min-
imize its own traffic. In this paper, we propose an efficient scheme for
such splitting and merging.

There are three contributions of this paper: i) we present a simple
model and analysis of the distributed server network for secure multi-
casting, which is supported by our simulation result; ii) we determine
the optimal number of logical servers in order to minimize the total
bandwidth in a system; and iii) we propose a dynamic split-and-merge
scheme to reduce bandwidth requirement as the underlying user traffic
is dynamic. Our result shows that for some applications such as a stock
quote system, with low bit rate and a fairly large group of concurrent
users (e.g., 100,000), our system can save a substantial amount of net-
work bandwidth (up to 45% in some examples) as compared with a
single server system.

Much of the previous work on secure multicast focuses on the key
tree scheme. These works include reducing the number of re-key mes-
sages and the number of keys stored in the server [5], [6], [7]. All these
works address mainly reducing re-key messages and have not consid-
ered a distributed server network nor the trade-off between multicast
data and re-key messages. They mainly focuses on a specific number
of users in the system and has no analysis on the re-keying cost when
the users join and leave dynamically.

This paper is organized as follows. In Sect. II, we first review
key the tree scheme and analyze the server network model using this
scheme. In Sect. III, we show some illustrative numerical examples
and results. In Sect. IV, we discuss the scheme on dynamically merge
and split a multicast group. We summarize and conclude our research
in Sect. V.

II. SCHEME DESCRIPTION ANDANALYSIS

In [3] and [4], a hierarchical key tree approach is proposed to facil-
itate the distribution of re-key messages. They show that whenever a
member joins or leaves the system the number of re-key messages is
O(log N), whereN is the number of concurrent users. In this section,
we first review the scheme in Sect. II-A. and then present the analysis
of the scheme (in terms of the average number of re-key messages that
are generated when the users joins and leaves dynamically) in Sect. II-
B.

A. Scheme Description

Hierarchical key tree is a logical tree structure of each multicast
group stored in the control manager. In the tree, group members are
arranged at the leaves and the internal nodes store keys (see Fig. 2 for
ak-ary tree with depthd). There are three types of keys. The first one
is a group key,K1, used to encrypt/decrypt multicast data; the second
one is a subgroup key (such asKd−1 andKd) used to encrypt/decrypt
other keys instead of actual data and the last one is an individual key,
I. Each member holds the keys along the path from its leaf to the
root. Therefore for the case of memberu, u holdsK1,... Kd−1, Kd.
Each subtree in the entire key tree is a subgroup and each member is
assigned to more than one subgroup. For example, memberu belongs
to groupGd, Gd−1,... ,G1.

Whenever there is a membership change, apart from the group key,
all keys held by the new or former member have to be changed in a
bottom-up manner. For example, ifu leaves the group, first of all,
we have to changeKd to a new subgroup key, sayK′

d, and send it to
all the members who sharedKd with u (i.e., u’s sibling in the tree).
SinceKd is known byu, the control manager has to encryptK′

d by
each members’ individual key and send it to them by unicast. After
sendingK′

d, the process can be propagated one level up. Now,Kd−1

has to be changed. SinceKd is changed toK′
d which is unknown for
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Fig. 2. Ak-ary key tree.

u, the control manager can encrypt the newKd−1 with all subgroup
keys includingK′

d and send it to all subgroups ind − 1 level. We
repeat the same process upwards one level at a time until it reaches the
root whenK1 is changed. Then all keys, including the group key, held
by u are changed.

If u is a new member joining the group, in order to guarantee back-
ward secrecy, all the keys fromKd to K1 have to be changed. Sinceu
knows nothing about the keys in the group, when the control manager
changesKd to the new keyK′

d, thenK′
d can be encrypted byKd and

multicast tou’s sibling and unicast tou. Similarly, this process can be
propagated upwards one level at a time, with the control manager mul-
ticasting the new keys to the subgroups under the key and unicasting
the key tou.

If we assume that the key tree is ak-ary full tree, after each mem-
bership change, the number of re-key messages per leave and join are
proportional to the depth of the key tree,logk N whereN is the group
size. For each leave, each component of the key at each level has to
be sentk times (one for each branch). For each join, each component
of the key at each level has to be sent twice (one for multicasting to
the old members while the other one for unicasting to the new mem-
ber). Therefore, the number of re-key messages per leave and join are
k logk N and2 logk N , respectively.

B. Analysis

In this section, we analyze the system for the case in which users in
a multicast group arrive according to a certain stochastic process with
(target) rateλ (req/s). Each user stays in the system with with mean
duration of 1/µ (s). Defineρ as the average number of concurrent users
in the system given byλ/µ. Let R bits/s be the data rate for a stream.

We consider that the pool of users is equally likely to access the
m logical server, and hence the average number of concurrent users
in a server isρ/m = λ/(mµ). DenoteS as packet size of a re-
key message andE[Cλ/m,µ] as the cost of each server given by the
expected number of re-key messages per second. DenoteT bits/s as
the total bandwidth used in the network, which is the sum of the re-key
message data and multicast data. Clearly,T is given by,

T = mSE[C λ
m

,µ] + mR. (1)

We are interested in minimizingT by adjustingm. To achieve this,
we have done an analysis on the system.

To analyze our system, we consider that the requests arrive accord-
ing to a Poisson process and the holding time is exponentially dis-
tributed. The system can therefore be modeled by a Markov process.
Let Q = {0, 1, 2, ...} be the system states indicating the number of
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Fig. 3. E[Ji] + E[Li] vs i (k = 4).

concurrent users in a server. Letπi be the steady state probability for
the server in statei. It is well-known thatπi = (( ρ

m
)i/i!)e−

ρ
m .

Note that a state change corresponds to a membership change which
incurs some re-key exchange overheads (costs) in bits. LetJi and
Li be the costs for a user joining and leaving the server in statei,
respectively. Note thatJi andLi are random variables depending on
where the user join or leave the tree and are independent ofρ. Let
E[Ji] andE[Li] be the expected value ofJi andLi, respectively. We
show in Table I the nomenclature used in this paper.

By the long-run properties of Markov chain,E[Cλ/m,µ] can then
be expressed byE[C λ

m
,µ] = λ

m

∑∞
i=0

πi(E[Ji] + E[Li]), i.e.,

E[C λ
m

,µ]

µ
=

ρ

m

∞∑
i=0

πi(E[Ji] + E[Li]) (2)

∆
= f(m). (3)

Therefore,T in Eq. (1) can be rewritten asT = mSµf(m) + mR,
or, equivalently,

T

R

∆
= σ(m) (4)

= mβf(m) + m (5)

whereβ is a dimensionless parameters defined asβ
∆
= Sµ/R. Equa-

tion (5) says that the total network bandwidth is known onceE[Ji] and
E[Li] are obtained.

The closed-form expressions forE[Li] andE[Ji] are intractable.
Therefore, we consider that the key tree can be approximated to a
full tree at any time. By considering the interesting case whereρ/m
is large, we therefore haveE[Li] = 2 logk(i + 1) ≈ 2 logk i and
E[Ji] = k logk(i − 1) ≈ k logk i, wherek is branching factor of the
key tree. We show in Fig. 3E[Ji] + E[Li] versusi for k = 4. The
discrete points represent simulation results while the solid line is the
analytical result. Clearly, simulation matches well with our analysis,
showing that our approximation is valid. This is true even when the
number of users are not large (i ≥ 15).

Given ρ, σ(m) (and henceT ) in general first decreases and then
increases asm increases. The expression off(m) is still quite com-
plex and does not allow us to derive a closed form form∗. Hence,
we further make some approximations as follows. Observing that the

TABLE I

NOMENCLATURE USED IN THE PAPER.

Symbol Definition

ρ Total average number of concurrent users.
∆
= λ/µ

(req./s)
λ Arrival rate for the users (req./s)
µ Average service rate
R Date rate (bits/s)
S Packet size of a re-key message (assumed constant)

(bits)

β
∆
= Sµ/R

m Number of multicast groups in the system
Ji, E[Ji] Random variable for the number of re-key messages

and its expected value, respectively, for a new member
joining the system withi concurrent users (msgs)

Li, E[Li] Random variable for the number of re-key messages
and its expected value, respectively, for a member leav-
ing the system withi concurrent users (msgs)

E[Cλ,µ] Expected number of re-key message per second, given
arrival rate,λ, and average service rate,µ (msg/s)

T Total traffic or network bandwidth used (bits/s)

σ
∆
= T/R

k Branching factor of a key tree

Poisson distribution peaks at its mean, we approximate the distribution
as aδ-function at its mean, i.e.,πi ≈ δ(i− ρ

m
), where

δ(i− ρ

m
) =

{
1, if i = ρ/m;
0, otherwise. (6)

Therefore,

f(m) ≈ ρ

m

∞∑
i=0

δ(i− ρ

m
)(E[Ji] + E[Li]) (7)

=
ρ

m
(E[J ρ

m
] + E[L ρ

m
]) (8)

≈ ρ

m
(2 + k) logk

ρ

m
. (9)

Therefore,

σ(m) ≈ mβ(
ρ

m
)(2 + k) logk

ρ

m
+ m (10)

∆
= σ̂(m), (11)

andm∗ can be obtained by settingdσ̂(m)/dm = 0, i.e.,

m∗ =
βρ(2 + k)

ln k
. (12)

Note that asm∗ ≥ 1 ρ should be greater thanln k/((2 + k)β); oth-
erwise, we should use a single server. Furthermore, sinceρ/m∗ =
ln k/(β(2 + k)), the optimal group size is a constant.

III. I LLUSTRATIVE NUMERICAL EXAMPLES AND RESULTS

In this section, we present some illustrative numerical results of the
secure server network studied. Since the system parameterβ has a
determinant effect on the system performance (in terms of total band-
width consumed), we first show its representative value for some mul-
timedia applications given average user holding time (1/µ) and data
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TABLE II

SYSTEM PARAMETERS FOR DIFFERENT APPLICATIONS.

Application Stock quote system 
Internet 

radio 

Near-CD 
quality 
MP3 
audio 

Internet 
Video 

Average 
holding 
time 

5 mins 

30 mins 
(for part-
time day 
trader) 

4 hours 
(for 
investor 
or agent) 

2 hours  
(~ 1 to 2 
programs) 

30 mins 
(>7 songs) 

30 mins 
(CNN 
news) 

µ (req./s) 1/300 1/1800 1/14400 1/7200 1/1800 1/1800 
R (kbit/s) 5kb/s 16kb/s 96kb/s 256kb/s 
β 1.33×10-3 2.22×10-4 2.78×10-5 1.74×10-5 1.16×10-5 4.34×10-6 
 

rate of a stream (R) in Table II (S = 2 kbits). We see thatβ in real-
ity is likely to range quite widely from10−3 (stock quote systems) to
10−6 (video applications). In [3], it has been found that for a single
server the optimal branching factork for the key tree is around 4 in-
dependent of the number of users, which is also validated by us using
analysis or simulation (results not shown here). Therefore, we will use
k = 4 in our following study. We consider a baseline system with
ρ = 105 andβ = 10−4, and vary them one at a time in our sensitivity
study.

We first show the cost advantage in using a server network by plot-
ting in Fig. 4 σ̂(m)/σ̂(1) (i.e., the ratio of total traffic for a server
network with m servers to a single server system) versusm given
β (ρ = 105 and k = 4). The horizontal line corresponds to the
single server case. For certain value ofβ (e.g., β = 10−4), asm
increases,̂σ(m)/σ̂(1) first decreases gradually to reach a minimum
(mainly due to the decrease in re-key messaging), and then increases
steadily (mainly due to the increase in total data bandwidth required).
There is hence an optimalm∗ to minimize the total network band-
width. From the figure, we see that “splitting” the server in an intelli-
gent manner can substantially reduce the bandwidth requirement of the
system. On the other hand, for some low value ofβ (e.g.,β = 10−6

in this case),̂σ(m)/σ̂(1) monotonically increases, showing that serv-
ing the group of users with a single server is optimal. This is mainly
because the data rate is relatively too high as compared to the re-key
overhead to merit splitting. Therefore, the bandwidth saved for re-key
messaging cannot mitigate the overhead of the increase in the extra
multicast data traffic. There is hence a “breakeven”β at which split-
ting should be done. This is in fact given by Eq. (12) whenm∗ = 1,
i.e., the breakevenβ is atln k/(ρ(2+k)), which is equal to2.3×10−6

for our baseline.
We have also compared our analysis with simulation in this figure.

The discrete points represent our simulation results while the solid line
represents our analysis. Clearly, our analysis matches very well with
the simulation, showing the validity of our model. In the remainder of
this section, we hence will use analysis in presenting our results.

We show in Fig. 5m∗ versusρ using Eq. (12). Clearly it is a straight
line. Given certain values ofβ andk, as the external arrival rate (and
thereof the number of concurrent users) increases, the user pool should
be split into more groups. The group number may range widely from a
few to several hundreds. What worths noting from this result is that, as
the underlying arrival rate changes, the number of users served by each
server given byρ/m∗ should be kept constant (= ln k/(β(2 + k)),
which is roughly equal to2, 300 for the baseline) in order to minimize
the overall network bandwidth. Therefore, the server network should
execute some split-and-merge mechanism to dynamically adjustm to
achieve such optimum, which we will discuss in the next section.

We finally explore the maximum reduction in network bandwidth
of the server network as compared to the single server case. This
is shown in Fig. 6 as the maximum bandwidth saving, defined as
1− σ̂(m∗)/σ̂(1), plotted againstβ. As β increases, we tends to split
the user pool into more groups and the saving therefore increases. The
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saving first increases slowly and then increases somewhat logarithmi-
cally with β. In other words, the saving increases withβ with a de-
creasing rate. We see from the figure that with server networks, the
network bandwidth requirement can be greatly reduced.

IV. DYNAMIC MERGE-AND-SPLIT SCHEME

If the average number of concurrent users in a server is dynamic,
then we need an advanced technique to adjust the number of groups in
a physical server to be optimal.

Therefore, in this section, we introduce a simple and robust method
to handle dynamic group merging and splitting which incurs negligi-
ble overhead and works well with a hierarchial key tree scheme as
described in Sect. II-A.

Sincem∗ is directly proportional toρ (see Fig. 5) for a givenβ.
In general, the optimal number of users in a server should be a con-
stant. Therefore, we can set a threshold on the maximum number of
users in a sever,φmax, before splitting is necessary and a threshold
on the minimum number of users,φmin, among two or more servers
for which merging is necessary. If the number of users in a server
increases and exceedsφmax, we can split the user pool in this server
into two or more. On the other hand, If the total number of users in
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Fig. 6. Max. saving in bandwidth vs.β for a server network as compared to the single
server case (ρ = 105, k = 4).

two or more servers decreases and becomes lower thanφmin, then we
can merge these groups together. The total number of users of these
merged groups, however, should not exceedφmax after merging.

Let us describe and analyze the more general case of ak-ary tree. If
the number of users in a server is greater thanφmax, we can split the
user pool intok groups and set up some new logical servers to serve
these new groups. To achieve splitting, we can simply remove the root
node from the hierarchical key tree and formk new groups which are
subgroups of the original key tree. Hence, the multicast data sent to
the newk groups can be encrypted by their subgroup keys from their
own servers. This is secure because these keys are only known by all
members within their group. Since there is no new key that has to be
generated and sent out, the cost of splitting is zero.

If there arek servers in which the total number of users is less than
φmin, we can merge the groups in these servers into an aggregated
group served by only one of the logical servers. To achieve merging,
we can add a new root node and the former root nodes of these groups
become second level internal nodes. Since there is a new group key
generated which has to be known by all the users in these groups, we
can encrypt the new group key by each group’s original group key and
send it to each corresponding group. Therefore, for each merging of
k groups, there arek overhead re-key messages which have to be sent
out.

Figure 7 and 8 show an example of merging and splitting in a bi-
nary key tree. If there is a group in which the total number of users,
n, is greater thanφmax, we can split the group into two and the orig-
inal subgroup keys,S1 andS2 become the new group keys,G′1 and
G′2, for these two new groups respectively. Whereas, if there are two
groups in whichn is less thanφmin, we can merge these two groups
and generate a new group key. The original group keys,G1 andG2,
become subgroup keys,S1 andS2, which can be used to encrypt the
new group key,G′ that is sent to these two groups. Hence, the new
merged group will have two sets of message overhead, one for each
subgroup.

V. CONCLUSIONS

Several key management schemes have been proposed in order to
provide backward and forward secrecy in secure multicast systems.
An efficient solution for key management is a hierarchical key tree ap-
proach, which reduces the number of re-key messages for each mem-
bership change toO(log N) whereN is group size. However, most

split

G

S1 S2 G’ 1 G’ 2

n1 n2 n1 n2

n1 + n2= n > φmax
Fig. 7. An example of splitting.

merge

G’

S1 S2
G1 G2

n1 n2
n1 n2

n1 + n2= n < φmin

Fig. 8. An example of merging.

current approaches focus on a single server, which may cause higher
overhead for a large number of users. In order to reduce the complex-
ity and manageability of the single server system, we propose a dis-
tributed server network. In addition, we study the trade-off between
re-key messaging and multicast data traffic in distributed server net-
work to minimize the total traffic, generated by these traffic.

In this paper, we present a simple model to analyze this trade-off
and found that there is an optimal number of logical servers (consist-
ing of a data and control manager),m∗, proportional to the number of
users in a system for a given average user service time, re-key mes-
sage packet size and data traffic rate. The maximum gain of a system
is influenced by the average number of users, the average user holding
time, the size of the re-key message packet and the rate of multicast
data traffic. When data traffic rate or average user holding time in-
creases, maximum gain decreases; while the average number of users
increases, the maximum gain increase. To tackle the problem of dy-
namic user traffic, we propose a scheme to split and merge the logical
servers to further reduce the total traffic.

For some low bit rate applications such as stock quote systems, our
example shows that up to 45% of total bandwidth can be saved. There-
fore, distributed server networks are an efficient means to reduce total
bandwidth when a trade-off between re-key messaging and multicast
data traffic exists.
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