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Efficient Protocols for Multimedia Streams on
WDMA Networks

Lixin Wang, Maode Ma, and Mounir HamdWember, IEEE

Abstract—This paper introduces a new approach to integrate be reduced by dividing the total bandwidth of the fiber into a
different types of medium access control (MAC) protocols into a number of noninterfering channels. These channels are of rela-
single wavelength-division-multiplexing (WDM) network system. /a1y |ower bandwidths but with the advantage that they operate

The WDM network is based on a passive star coupler, and the . . . .
purpose of integrating different MAC protocols is to efficiently atthe peak speed of the electronic processing devices. This tech-

accommodate various types of multimedia traffic streams with hique is known asvavelength-division multiplexinGVDM).
different characteristics and quality of service demands. Our in- |n a WDM architecture, a transmitter and a receiver have to
tegrated MAC protocol is termed multimedia wavelength-division tie onto the same wavelength (i.e., channel) so that transmis-

multiple-access(M-WDMA). Three types of multimedia traffic . - L
streams are considered in this paper: constant-bit-rate traffic and sion can be carried out successfully. Due to the limitation of the

two classes of variable-bit-rate traffic. Accordingly, three tunable Number of transceivers at each node, the complete connectivity
transmitters and one fixed home channel receiver are used in the of a WDM network requires the use @iinable transceivers
?y%selzgno(f)fnfal(t:'nq\é\é%'wtrg?che'stTrangrfr']r?rgt:)e'gse IFLZ“]?argg,gr‘]estgrgg which can tune their working wavelength across all channels
ultimedi [ [ ipeli [ . .

to overcome the tuning time overhead and to support parallel in the network. pnfo_rtunate'_y’ one has to make a compromise
transmissions of traffic streams that emerge simultaneously. P€tween the tuning time, which can range from tens of nanosec-
We further incorporate a dynamic bandwidth allocationscheme onds to hundreds of milliseconds, and the tuning range, which
that dynamically adjusts the portions of bandwidth occupied by can be from a few channels to hundreds of channels. Using the
the three types of traffic streams according to their demands. qioq ot the-art technology of optical fibers, fast tuning time im-

Consequently the M-WDMA protocol achieves high utilization . . . .
and efficiently adapts to the demands of the multimedia streams Pli€s small tuning range, and vice versa. From a networking per-

so as to guarantee their QoS. The performance of the M-WDMA spective, it was shown that increasing the number of channels
is evaluated through a simple analytical model and extensive can be quite beneficial. As a result, dealing with the overhead

discrete-event simulations. It is shown that the M-WDMA can  hat can be associated with the tuning time becomes a crucial
satisfy the QoS requirements of various mixes of multimedia . -

traffic streams even under very stringent requirements. Moreover, design problem in .the WDM networks [5].

we show that the M-WDMA outperforms conventional MAC pro- Several topologies have been proposed for the WDM net-
tocols for WDM networks. As a result, we expect M-WDMA to be  works [17], [18], a popular one being the single-hagsgive

a good multimedia MAC candidate protocol for future-generation  star-couplectopology. Each transmitter in this single-hop net-
WDM networks. work broadcasts its data to all other nodes throughssive star

Index Terms—Analytical modeling, MAC protocols, multimedia  coupler. The receivers may then filter out a coming packet at a

streams, performance evaluation, WDM networks. certain wavelength for their proper reception. This single-hop
network is also referred to astsoadcast-and-selectetwork.
|. INTRODUCTION However, this WDM network comes with various challenges,

g}e mostimportant challenge being the design of the medium ac-
cess control (MAC) protocols for these networks. One reason for

at least 30 THz in its low-loss region (1.2-1.8n). This Oth(ijs challenge is that all higher layer services (e.g., such as those

huge bandwidth can be used for data transmission well bey I - .
. . own in Fig. 1) are built on the fundamental packet transfer ser-
the terabits per second (Th/s). At the present time, howev%r wninFig. 1) ul u P sters

only a fraction of this huge capacity can be used due to ngFe which is provided by the MAC sublayer, and itis the MAC

. Rrotocol that determines the characteristics of this fundamental
knownoptoelectronidottleneck problems. These problems cal : ; : o
service. Hence, improvements to MAC services result in im-

proved system performance, while the provision of new MAC
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Delay Requirement the channels. The scheduling principle can be represented in
a scheduling table that is arranged in such a way that every
channel is cyclically allocated to every node in a prefixed
order, and every channel is used by a pair of source and
destination nodes at a time. This protocol is usually referred
to as interleaved time-division multiple-acceSdTDMA)
protocols [3], [4], or WDM/TDM protocols [16]. A typical

Pre-assivned fime slots,

- Broadeast node configuration for the ITDMA protocols uses a fixed
receiver and a tunable transmitter (FR-TT) or a tunable receiver
YOD and a fixed transmitter (TR-FT). One drawback of this class of
protocols is that if the input load is nonuniform or bursty, the
VI.CBR TDMA protocol performs rather poorly.

On the other hand, reservation-based MAC protocols are very

e : well suited for applications where the traffic streams are bursty
+ Video Conferencing | Contention or the traffic load of the nodes is unbalanced, since reserva-
tion-based MAC protocols schedule the transmission according

. VCR Contrel . L ..
- : to a particular transmission request. Before a transmission takes
POTS . Interactive Game .. .
VI-ABR place, a node has to send a transmission request to the destina-
.s ‘ : n tion node or to a central controller. Then, the transmission can
. aetup Ca

only start after the source node gets a positive acknowledgment
: (e.g., grant). Since a lot of detailed information about the trans-

Burstiness mission can be obtained before the transmission takes place, the
Fig. 1. Multiple traffic stream features and their appropriate MAC protocolst.ranSmISSIon schedule can be very ef‘flplent and precise. A_‘S a
result, these MAC protocols can be easily designed to consider
. I : tuning time, propagation time, packet processing time, deadline,
these various MAC protocols within a single framework so ES gume, propag P P 9

ransmission cost, etc.

to pe a_ble to _efflcu_antly Serve a wide range of traffic streams The disadvantages of the reservation-based MAC protocols
typical in multimedia applications. In particular, we propose a ; : . .

. ) re that the reservation mechanism requires extra bandwidth and
novel WDM MAC protocol that can integrate different types of.

. . . __time to exchange the request and the acknowledgment informa-

MAC protocols mto_a S|r_lgle phy3|cal WDM '?‘“W‘”k to effi- ion. In addition, the scheduling methods can be relatively com-
_C|ently support r_nult|r_ned|a raffic streqnjs_. This MA_‘C pmtocoﬁnlicated, hence, requiring more processing time. These draw-
is termed multimedia wavelength-division mutliple-accesp, s cause considerable additional delay and delay variation
(M'WDMA?' ) Lo . , for packet transmission. Therefore, this type of MAC protocols
~ The motivation behind integrating different MAC protocolg;gally does not perform well for CBR traffic streams or for ap-
into a single WDM network comes from the fact that differentjications requiring very small delays (for more details about
types of traffic streams have different characteristics. As aresyigervation-based protocols, see [13], [16], and [25]).
the traffic streams have different transmission and quality OfFinaIIy, random access (contention) MAC protocols usually
service (QoS) requirements. We can classify multimedia traffig, not consider the status of the channels or the destination
streams as a function of their data burstiness and delay requigges. Once a transmission request emerges, the node starts the
ments, as shownin Fig. 1. For example, video/audio streams gfghsmission almost immediately. This, however, leads to po-
plain old telephone service (POTS) have small data burstingsgtial collisions between packets. That is, packets being trans-
but require almost constant transmission delay and almost fixegtted in the same time slot will collide, and then they have
bandwidth in order to guarantee their QoS. On the other harg,be retransmitted again. On the other hand, if the transmis-
applications such as image networking and distance learnigign succeeds, the packet transmission delay can be extremely
are less stringent in terms of their delay requirements, but thgiw. Thus, random access MAC protocols have the potential of
traffic streams are very bursty. Finally, there are other applicaeeting the delay requirements of very urgent messages. Some
tions that require a very low delay while their traffic streamexamples of these urgent messages (e.g., call setup) are listed
are bursty. Examples of this type of applications include contriol Fig. 1. These applications may not generate a lot of traffic
messages for video-on-demand systems or interactive gardata when compared with the other applications. However, once
and network control and management. a certain traffic (message) is generated, they require a very low

These different traffic streams are better served by diflelay. Atypical random access MAC protocol that has been pro-
ferent MAC protocols. Video/audio data streams and othppsed in WDM networks i$nterleaved Slotted ALOHASA)
constant-bit-rate (CBR) traffic streams benefit best froifd]. These protocols perform very well, especially with respect
prescheduled MAC protocols since they can guarantee thatpacket delays when the traffic load is low. However, if the
each node has a cyclic and fixed available bandwidth. The bésiffic load gets high, then packet collisions start to occur more
MAC protocols for this purpose would be a simple round-robifiequently. As a result, the performance can be quite poor.
time-division-multiplexing access (TDMA) scheme. In a Ascan be seen, none of these MAC protocols serves all types
WDM network, a TDMA MAC protocol is applied to each ofof traffic well. However, each one of them is ideal for certain

. ra -
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Fig. 2. M-WDMA network architecture.

types of traffic streams. This observation leads us to proposeiatig. 2. Each node has a fixed channehane channelith
efficient scheme of integrating all these MAC protocols into avelength\;( = 1,2,...,C). The home channels are in-
single MAC protocol for WDM networks. We denote this intetended for the destination nodes to receive packets. In case the
grated WDM MAC protocol as M-WDMA. In an M-WDMA number of available channe$ < N, several nodes[(v/C1)
MAC protocol, an ITDMA-like MAC protocol, a reservation- may share one single home channel. The destination nodes can
based (using token passing) MAC protocol, and an ISA protodblen accept or discard the packets by checking the addresses as-
are integrated into a single physical WDM network in an effisociated with these packets.
cient way so that different types of traffic streams can use theThe M-WDMA MAC protocol has three integrat®tAC sub-
most appropriate protocol. In our M-WDMA implementationprotocols namely, a TDMA protocol, a reservation-based pro-
we consider the following as pects of the environment: tocol, and a random-access protocol to better serve all types
1) three types of traffic streams: a CBR, a variable bit rag traffic streams. In our proposed M-WDMA protocol, each
(VBR) with large burstiness (VBR1), and a VBR withnode has three tunable transmitters. The three tunable transmit-
longer interarrival times (VBR2); ters are used to serve three different classes of traffic streams
2) the importance of the deadline associated with each traffigcording to the correspondirsgibprotocols The transmitters
stream; are named TDM transmitters (for time-division multiplexing,
3) a nonzero tuning time of the transmitters/receivers.  meaning that these transmitters are driven by a TDM-like pro-

In addition, we design a dynamic bandwidth allocation strate¢col), RSV transmitters (for reservation-based protocol), and
to further improve the utilization of our M-WDMA, which CNT transmitters (for contention-based protocol).
we call M-WDMA+ to distinguish it from the case where the There are two main reasons why we proposed to use three
channel bandwidth is allocated in a static fashion. transmitters and how we specified their operation for our
This paper is organized as follows. Section Il introduces of-WDMA protocol: to reduce penalties of the transmitter
M-WDMA architecture. Section Il details the operation of oufuning time and to combine mutliple subprotocols within
M-WDMA MAC protocol. In Section IV, we present a simpleM-WDMA. Each one is discussed in detail in the following
mathematical model for M-WDMA architecture in order to assubsections.

sess its performance. Section V presents the performance eval-
uation of M-WDMA networks using extensive computer simuA. Reduce Penalties of the Transmitter Tuning Time

lations. Section VI concludes this paper. An important parameter that affects the performance of
WDM networks is the tuning delay of transmitters. The tuning
II. THE M-WDMA A RCHITECTURE delay is the amount of time required for a transmitter to tune

Consider an M-WDMA network withV nodes which are from one wavelength to another. If we consider fixed-size
connected by a star coupler and havitigchannels, as shown packets, then we express the tuning ddlaip units of packet
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duration. The value of' depends on the transmission rde tiple transmitters at each node. However, we wanted to limit the
(in bits per second), the packet sizg(in bits), and the actual number of transmitters per node while eliminating the tuning
tuning delayD (in seconds) through the relationship penalty.

DB The key question now is what is an appropriate humber of
=7 (1) transmitters per node that would eliminate the tuning penalty.

The authors of [24] have eloquently analyzed the maximum

Advances in tunable optical devices decreasgswhile the number of transmitters that need to be used per node in order
trend toward higher rates and smaller packet sizes (e.g., AkMeliminate the tuning penalty as a function of the ratio of the
cells) increased3/L. It is difficult to give an exact value of nymper of nodes to the number of wavelengths and also the ratio
I" for future networks due to this “push—pull effect of techpf the tuning time over the packet transmission time.
nology.” However, if we assume that the proportional decrease
of D is proportional to the increase d@/L, then the range g Reduce Penalties of the Transmitter Tuning Time
of T in future networks will be more or less the same as for .
current networks. As a result, it is safe to predict that the tuningIn our M-WDMA access protocol, we are using three sub-

delay of transmitters will also be a problem for future WDI\/F OE_OCOIS (;:realllo;:atlon protf[)r::ol, reserva'il_onlprotgf:ol, agd csn-f
networks. Let us give some example values for B, and L. en 'onMFXg ocot) olaccess € iﬁme (z_p "I:a n:je |un;_.ﬁ ac tlo
The values that we use hereafter are values frequently uéla%se protocals accesses the optical medium ditierently.

by many researchers in the area [5], [24] and have been ué@ﬁf rgstﬁ!t, _thetzy hﬁve (Tfferenithregdst of con_tt ;OI' ]f)ur |ntlrjl|t|or;
throughout this paper as wel) = 10 us, B — 1 Gbls, and ehind this is to allocate one tunable transmitter for each sub-

_ ; protocol in order to simplify the hardware design of the whole
L= 424b (an ATM cell). In this case interface board (between the WDM network and the terminating
equipment) and, in turn, simplify the design of the whole WDM
20. network. As a result, we proposed to use three tunable transmit-
ters per node. Since we are using a constant three transmitters
' = 20 is quite large and can lead toPer node independent of the number of nodes, we are not faced
W|th a scalability problem.
Hence, given that we use three tunable transmitters per node
619'., one transmitter for each subprotocol) and given the oper-

r

DB 107° x10°

s L 424

Obviously, the value o
a low throughput and large packet delays in WDM networks
nothing is done to reduce its effect. This same vdlue- 20

has been used by other researchers when designing their WD) h o B andL. th h
protocols [5], [24]. Most of the existing work to reduce or elim@Ung parameters that we use 1ot 3, an L, then we have to

inate the tuning penalty considers a small tuning latency, Whigﬁv'se a proper stratggy to eliminate the tunlng_penaltles of the
is less or equal to 1 (i.eL < 1) [2], [7], [12], [19]. These so- transmitters. Our basic strategy to achieve that is to use a frame

that consists of multiple number slots. Then, we divide each

lutions do not work well in an environment with large laten _ h h h is all q
cies. Some protocols consider arbitrary (small and large) tuniﬁ me into three segments where eac segment is allocated to
e of the three subprotocols used in our M-WDMA protocol. In

latency [5], [20]. However, they only provide adequate perfoP— ) e
mance for small tuning latencies but not for large tuning IateR—art'CUIar' we perform pipelining at the frame level rather than

cies, especially when the ratio of the number of stations vaépm slot to slot. That is, transmitters perform tuning between

the number of channels is not too large. This is not to diminiéﬁ"meS instead of between slots. With this strategy, channel per-

the novelty and contributions of these protocols as it is impo rmance is not affected by the relatively long tuning delays. In

sible to come up with scheduling algorithms that work perfect ct, the tuning time detgrmmes the minimum size of the frame
well under all conditions (i.e., under any ratio of the number atwould allow us to eliminate the tuning penalty (as is shown

stations over the number of channels or under any ratio of t S‘;';Ct'on ”I"g‘)t') In our paper:, aswe shzwegfrewously ant?jars]
tuning time over the packet transmission time). as been used by various other papers [5], [24], we assumed that

In order to completely eliminate the tuning penalties, some
researchers proposed the use of multiple tunable transmitters at D =10us
each node [15], [23], [24]. By appropriate scheduling of the tun- B =1 Gbls
able transmitters, data packets can be continuously transmitted

) oo ) L =424h

on all wavelengths. Namely, while one transmitter is transmit-
ting, the others are being tuned to the appropriate channels. This
type of transmission is termaalpelining [24]. The number of Then, as was calculated previously the value of the transmitter
transmitters per node that would eliminate the tuning penaltiggiing time,I" = 20 transmission slots. In order for us to elimi-
depends on the ratio of the number of stations over the numipate this 20-slot tuning penalty, using the M-WDMA protocol,
of channels and on the ratio of the tuning time over the packatder any value of the ratio of the number of nodes to the
transmission time. As aresult, under certain network conditiomsymber of channels, the frame size has to be equal to 30 slots,
to eliminate all the tuning penalties, we are required to usewdnich is the value that we used in our paper. In this case, while
large number of transmitters per node. In this paper, our agp-transmitter is transmitting using its allocated segment, the
proach for reducing or eliminating the tuning penalty followspther two transmitters are tuning to the appropriate wavelength
in part, the last approach. That is, we proposed to use mud-time to be able to transmit in their allocated segments.
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However, we must emphasize three points in order to put thil. THE M-WDMA PROTOCOL AND ITS FRAME STRUCTURE

paper in a better perspective. The M-WDMA MAC protocol is designed to support multi-

1) The main contribution of this paper is the integratio|,ss traffic streams through the integration of multiple MAC
of different MAC protocols into a single WDM net- yrqt0cols. The implementation issues of the M-WDMA pro-
work andNOT on dealing with the tuning delays. Theioco| are not simply to have a number of subprotocols within
problem of dealing with tuning delays has been investy single network, but also to efficiently utilize the bandwidth by

gated thoroughly by various researchers [5], [24]. Thegnsidering the effect of tuning time overhead.
purpose of the integration of different MAC protocols

into a single WDM network is to efficiently accommo-,  The M-WDMA Erame Structure
date various types of traffic streams with different char-

acteristics and QoS demands. This topic, even thou nTo complete a packet transmission, wavelength coordination
extremely important, has received little attention fron%alS to be established in a WDM network. In an M-WDMA net-

the research community as far as the design of WwDNOrK, the transmitters have to tune to the home channel of the
networks is concerned. destination node before the transmission takes place. However,
jpce there is only one receiver at each node, if more than one

2)  While we propose to use three tunable transmitters p&

node under the intuition that it might lead to the simpntransmitter sends data to the same receiver, that would produce

fication (and hopefully lower cost) of the whole inter-What is known aseceiver collisionWhen two or more receivers

face board (between the WDM network and the term?ihare L we_xveleng_th (the case V\N.e[} .C)’ only one
nating equipment), it is difficult for us to quantify that.Of them can be active during the communication;, otherwise, it

The main reason for that is the fact that fast tunab/®aY causehannel collisionFinally, if at a prescheduled trans-

transmitters such as the ones envisioned in this paégission time, the transmitter is occupied by another transmis-

are purely experimental at this stage. As a result, V%on at the same node, this may result tnsasmitter collision

. . . onsequently, with the occurrence of any of these collisions,
cannot accurately estimate their costs, and it would be 7 . .
e . . he transmission would be unsuccessful. The major function of
even more difficult to approximate the portion of cost ; : oy )
: . e MAC protocol is to properly avoid these collisions and effi-
of aninterface card that can be attributed to the tunable .
transmitters ciently transmit the packets.

3) Itis very possible to design our M-WDMA protocol Different types of WDM MAC protocols use different

using fewer/more than three transmitters per node dsghemes to avoid or resolve these collisions. In a TDMA
9 . P Erotocol, packet transmissions avoid collision by properly
pending on the given set of parameters (d'g D, L,

BY. 4 doi i h farranging the schedule maps. In a reservation-based protocol,
or B). owever, doing so will put the paper out ot .. et collisions are avoided by actively arranging the packet
focus. The interested reader can refer to [24] for su%a

nsmission coordination according to the transmission re-
research.

. . ) . guests. In a contention-based MAC protocol, when packets
In addition to the transceiver configuration, there are man

: ) _ bllide, they are required to be retransmitted again using, for
other issues that need to be considered in the M-WDMA arc xample, a binary back-off algorithm.
tecture design. Because the M-WDMA is a multiple-protocol 5 described in Section II, each node in an M-WDMA net-

scheme, using one single queue to store all types of packgls is equipped with three tunable transmitters. Thus, the three
causes a sevehead-of-line blockingroblem. To eliminate the transmitters can operate irpielinefashion. That is, when one

problem, we have adopted three types of queues for three difi smitter is transmitting a packet, the other transmitters can

ferenttypes of traffic. Each type of queue kagjueues at each start their tuning process. As a result, the three types of trans-
node. As aresult, the total number of queues at each ndde is missions (TDM, CNT, and RSV) from a node cannot take place
To reduce the cost of these multiple queues, they can be eagliyhe same time. This has led us, among other considerations,
designed usingandom-access memoriglor more details, the tg organize the three types of transmissions into a fiamae A
reader is referred to [1]). In addition to tkechannels, another frame consists of thresegmentsa TDM segment with length
channel), is required as a control channel in which networkyz,..,\; slots, an RSV segment with lengfhisy slots, and a
wide control information can be exchanged. CorrespondingtyNT segments with lengti.cnt slots. The TDM transmis-

an extra pair of transmitter-and-receiver at each node is CQffons can only be started in a TDM segment, and analogously for
stantly tuned to this channel (the dashed line in Fig. 2). WhergNT and RSV transmissions, respectively. To make sure that the
packet arrives at a node, it is inserted into the appropriate queUBM segments appear in periodic constant intervals, the frame
according to its traffic type (e.g., CBR or VBR). When a trangength L ame is fixed (i.€., Lirames = Ltpm + Lrsv + Lent
mitter is ready, it de-queues the packets from the correspondiggset as a fixed parameter). A transmission example of our
queue at a proper time. M-WDMA MAC protocol is illustrated in Fig. 3.

In an M-WDMA network, all packets are assumed to have In this figure, the horizontal direction denotes time and the
fixed sizeL b and are transmitted in a networkwide synchronougrtical direction denotes spatial location of the backlogged
mode. The transmission time of a packet is refereed tdiasea nodes (the number in the vertical axis represents the location
slot In other words, the transmission of a packet takedof of the nodes, say, 1 means the location of node 1). The white
time. The slot time is denoted 85« = L/B, whereB is the segments denote the TDM segments, the light-shaded segments
data transmission rate. are the CNT segments, and the dark segments are the RSV
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Fig. 3. M-WDMA transmission schedule example.

segments. The numbers in the TDM segments identify tsegments and the RSV segments are used in a predetermined
home channel number that the underlying TDM segment tiesanner, then at any one time, only one source node will be using
to, according to the TDM protocol. For example, in the secoralspecific segment, while the CNT segments of a frame can be
row and fourth frame, the fram® is 6. It means at that time, used by multiple nodes.
the current TDM segment is transmitted on channel 6. Next, The control channel is a shared-access channel that is used by
in the fifth frame, the frame will be transmitted on channedll nodes, which is controlled by a pure TDMA scheme. Its cycle
number 7. All these transmissions happened at node 2, i.e., tivge isT.,1. A control channel cycl&,; consists ofV minis-
TDM transmitter on node 2 is tuned to channel 7 at the timets, each of which is assigned to a node. Every node can put on
the fifth frame comes. From the figure, we can see, ideally, a6 reserved minislot any necessary information that needs to be
channels can be utilized and all nodes can be transmitting ey@idwn by all other nodes. At the end of a cycle, all nodes receive
though some of their transmitters may be in a nontransmittig@bbal information about the status of the whole M-WDMA net-
mode (tuning to a certain channel). work. Based on this information, all control procedures can be
The frame length can have an implication on the operatigyne by the nodes locally and networkwide synchronously. The
and performance of an M-WDMA network. Hence, it shouldontrol procedures include: 1) reservation requests which are
be properly chosen so that the tuning time can be efficientliseq py the reservation subprotocol: 2) collision acknowledg-

masked. That is ments; and 3) bandwidth reallocation and notification which is
used in an improved version of M-WDMA, named M-WDMA+
Lrpm + Lrsv >I' (which is discussed in Section I11-D). We will discuss the pro-
Lrpm + Lent >T tocol and operation of the control channel in more detail after
Lent + Lyrsy >T. we depict the three subprotocols.

SinceLframe = Ltpm + Lrsv + Lent, thenLgame > 31/2. B. The M-WDMA Protocol

In particular, the length of the frame directly affects the band- +ro M-WDMA MAC protocol is an integrated protocol. It
width allocated to TDM segments. Hence, the total TDM banghqges three subprotocols: A TDM subprotocol, an RSV sub-

width is given by protocol, and a CNT subprotocol. Under the regulation of an
Loy B M-WDMA frame format, these three subprotocols operate in-
Brpm = (N = Dlnmme” dependently.
1) The TDM SubprotocolThe operation of the TDM
When L¢,.,me increasesBrpy decreases. subprotocol within our M-WDMA network is basically an

In an M-WDMA MAC protocol, a frame segment is furtherinterleaved TDMAMAC protocol [4]. The only differences
divided into slots (with length. b) as shown in Fig. 4 so thatbetween our TDM subprotocol and TDMA are that in an
multiple nodes can share the same segments. Since the TPIMVDMA network, we take tuning time into consideration,
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ADDRESS PAYLOAD

Frame format

TDM Segment RSV Segment CNT Segment

Fig. 4. M-WDMA frame and slot formats.

and the TDM segment length may change dynamically. Usirpgoken Rotation Algorithm]

the M-WDMA protocol, at the border between a TDM segmentpyt all the tokens with their holder into
and an RSV segment, the TDM transmitter starts to tune to thetoken list;

next channel. Since the tuning order is prefixed, no extra inforPut all the nodes with a request into
mation exchange is needed in the control channel. The segmeitdcking list;

length adjustment is made according to tlymamic bandwidth For every token do {

allocation algorithm which is discussed subsequently. Check if the token holder still needs
2) The RSV Subprotocoln an M-WDMA MAC protocol, the token
the RSV packet transmission is controlled usingnaltiple If (it is true and does not exceed the

tokenmethod [25]. Each channel is associated with a “tokentdken holding time)
A node can send its packets onto the destination channel only then {
if it holds the corresponding token. An obvious advantage of allocate the token to the current
using a token-based scheme in our RSV subprotocol is thetider;
it can efficiently support very bursty traffic streams, and its remove the node from the checking
implementation can be simple. The disadvantage of this schelisg
is that the channel efficiency may not be high when compared remove the token from the token list;
with a perfect scheduling scheme, since in a frame, only one continue to the next token;
single node is allowed to access the RSV segment atatime. };

In our implementation of the multiple-token mechanism, the Find another node waiting for the token
tokens are not explicitly issued. They are in faitual to- in a pre-fixed order;
kens. In each cycle of the control channel, the M-WDMA nodes if (Found) {
broadcast their transmission requests to all nodes. At the end of Allocate the token to that node.

the cycle, all nodes synchronously executeken rotation al- remove the node from the checking
gorithmto determine the token distribution in the coming framdist; _
The token rotation algorithm is depicted in Fig. 5. remove the token from the token list;

Here, a prefixed order can adopt any order. However, we }
usually use an order of nod® so that all nodes can obtain
identical results when the algorithm is executed in a distribute§0r each of the token remaining in the
manner. If an M-WDMA network has an unbalanced load (e.goken list, do {
client—server traffic), we can change the token order to favor thEind @ node in the checking list, which
loaded nodes. In this way, more transmission chances are all@s no token;
cated to those nodes. It is worth noting that there are no tranéllocate the token to the node;
mission conflicts among nodes when using the token rotatioffmove the node from the checking list;
algorithm since each node can only send one transmission ri¢émove the token from the token list;
guest, and there is only one token available for any particular }
channel. The last part of the token rotation algorithm is to arbi-
trarily allocate the spare token to some idle nodes. To ensure thgt5. Token rotation algorithm.
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the algorithm gets identical results, the allocation is also carri&hce there ard..; slots in a frame for contention, thdh.

out in a prefixed order. bits are enough for a CNT transmission acknowledgment. If a
The token rotation is executed according to the contrbltis “1,” it implies the corresponding slot is successful. Since

channel timing. Thus, the rotation results have to be synchtbis information is broadcast to all nodes through the control

nized with the data transmission (i.e., the frame timing). Henaghannel, the source node can obtain this information and start

any rotation results are effective for the first coming RSY prepare the next transmission (or tuning). If a bit is “0,” then

segment after each execution of the token rotation algorithmthere is a collision in the corresponding slot; thus, the source
3) The CNT SubprotocolThe CNT subprotocol of our nodes involved in this collision have to start the retransmission

M-WDMA MAC protocol is similar to theinterleaved slotted process. Consequently, the length of a minislot is determined by

ALOHA[4]. The active nodes compete for the slots in the cutv + L.,;. As a result,

rent CNT segment. In case there is a collision, retransmission

is scheduled according to a binary back-off algorithm. In the T = N(N + Lent)

context of the M-WDMA, two problems have to be solved. The ctrl = R

first one is how to handle the acknowledgments. In M-WDMA, ) ) )
there are two receivers at each node: one is the home chafMagreB is the channel bit rate. To realize the frame-by-frame

receiver, and the other is the control channel receiver. Althouffgservationand collision detection, the control cycle has to com-
we can detect the collision at the receiver side, the notificatiiete within a frame time, that is,

of collision can consume a portion of the control channel

bandwidth. In our design, the collision notification is issued M
in the early part of the control channel cycle. Considering the Lstot
round-trip propagation delay, the total acknowledgment delay

is the propagation time plus the control channel cycle tim@’.hereL
In case the propagation delay is large, we can adopt a Iar&gF

< Lframe

slot 1S the slot length in bits. Solving the inequality, we

sliding windowscheme to reduce its affect.
The second problem that needs to be addressed is the retrans- N < Lent <1 + 4lslothrame> 1.
mission of collided packets. When a collision occurs, retrans- 2 L2y

mission is inevitable. However, the scheduled retransmission

should not cross the border of a CNT segment; Otherwise:ﬂﬂis leads to a network scale limitation. For example, if we
will collide with other types of transmissions. However, if th&h00S€ Ley; = 10 slots,Lyame = 30 slots,lsor = 424 b,
back-off is limited to within one CNT segment, it may caus&en the number of nodes should Ne< 107.

even more collisions. Thus, a CNT segment counter is set at eacBY adding another receiver to do the collision detection,
node to resolve this problem. When a node encounters the Bt Lene Can be eliminated, then the scale limitation becomes
slot of a CNT segment, its CNT segment counter stops countifi§ot Lirame) '/ (Which is 11, as in the previous example).
When the first slot of a CNT segment arrives, the counter stafi§ernatively, by releasing the requirement of frame-by-frame
to tick again. In this way, the retransmission time is calculated fgservation, the square-root item can increase considerably, as
terms of the counter rather than the real slot numbers in a frarBd€sult, the restriction becomes more relaxed.

As a result, retransmission can be carried out across the frames.
D. Dynamic Bandwidth Allocation: M-WDMA+

Due to the randomness of the traffic streams, the bandwidth
The control channel operates in a TDMA manner indeperequired by a particular traffic stream cannot be accurately
dently from the data transmission. One cycle consisf$ afin- estimated. It is possible that some of the segments are over-
islots each of which is designated to a node. The cycle lendibaded, while some segments are patrtially filled, resulting in a
is determined by the amount of information required and thew efficiency. Although some of the prediction methods based
number of nodes involved. Since the TDM subprotocol is a pren long-term statistics [14] are useful in this context, dynamic
allocated protocol, there is no need to exchange control informemyd adaptive solutions seem to be more appropriate, since
tion before transmission through the control channel. The RShey can match the transmission requirements more accurately.

subprotocol is a multiple-token passing protocol, so the infoin an M-WDMA network, the frame length is fixed, which
mation needed to process the token rotation is only the statesnoplies that utilizing all the frame slots must result in the full
the queue. We can use a bit map to represent the reservatiorutéization of all available bandwidth. Therefore, for a given
guest, each node taking a bit. If the bitis “1,” that means that tket of traffic streams, if we can properly allocate the portion of
gueue is nonempty, and there is at least one packet waiting f@ndwidth that the three types of segments should take, then all
transmission; otherwise, when it is “0,” that implies the queugvailable bandwidth would be properly utilized. Fortunately, in
is empty and there are no transmission requests. ThereforedorM-WDMA, different classes of transmissions are grouped
each node, one bit is sufficient. If there av¥enodes in the net- into a single frame, so the adjustment can be easily realized by
work, each minislot of the control channel neédb to indicate adjusting the segment sizes.

the requests information (including itself for simplicity). For the In order to accomplish this dynamic adjustment, we have to
CNT transmission acknowledgment, we can use the bit mdge able to detect the traffic load. That is, we should be able to
again, to indicate the success or failure during the contentiatetermine the segment size required by the traffic streams so

C. Control Channel Configuration
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[Dynamic Bandwidth Allocation Algorithm] I' = 16, and the normalized traffic load is 30%. From the his-
A togram, we can see that more bursty data can be efficiently ac-

commodated and more available bandwidth can be exploited by

the CNT subprotocol when compared with the static allocation

Given [rpwm, the number of TDM requests
AN
Irsv, the number of RSV requests

L= Lfra‘;“" A scheme (i.e., M-WDMA). The subprotocol with the highest pri-
1. if  lrpm < Qrpm then  Lrpum = l1pMm; ority, the TDM subprotocol, just uses the bandwidth it needs.
else  Lrpm = Qrowm; To determine the segment configuration for each frame in a
l=1- ALTDM? distributed manner, every node has to record the current traffic
2. if Irsv < Qrsv then Lgrsy =rsv; load in each frame and in each channel. In this case, the infor-
else Lrsv = Qrsv; mation required for reservation in the RSV segment is not only
I =1— Lrsv; the transmission of the request, but also the number of slots re-
3. Lent =1 quested. This results in a longer control cycle and longer trans-
mission delay. To solve the problem, we split the request part
Fig. 6. Dynamic bandwidth allocation algorithm. into two alternating stages. In first stage, the minislot is the same

as in M-WDMA where a minislot consists of a request bit map
as to meet their QoS requirements. By looking into the chagnd a CNT acknowledgment bit map. At the end of this cycle,
acteristics of the different types of the subprotocols within aRe token rotation is determined. Then, the RSV transmitter can
M-WDMA network, we can find the solution. The CBR trafficstart to tune to the destination channel. In the next cycle, the
is connection oriented in nature. Hence, once a CBR connectigtond stage, the minislot consistsnoimber of requestand
is established, the connection is Usua”y kept fora relatively |0% CNT acknow|edgment bit map_ Because the number of slots
time. During the connection time, the bandwidth required fpquested is needed only at the beginning of the frame in which
the connection is known. Then, the number of slots requiredifese requested slots are loaded, and the second stage is exe-
each frame can be derived before the transmission takes plagged in parallel with the transmitter tuning since the end of first
Forthe VBR trf_;lffic stream_s using_the reservation-based subpg@age, the necessary information for the RSV segment can all be
tocol, the required bandwidth varies a lot because of the burgfajlable on timevithoutextra delay due to the extra stage in the

ness of the data. However, the reservation subprotocol requifgro| channel. The number of requested slots is expressed in

the source node to submit its transmission request before [he pits | the worst case, where all tokens are requested, the

trgn;mission can proceed. In an M-WDMA network, the trangsia| number of nodes that can be supportety/is.,, of that in
mission requests are broadcast to all other nodes through fh&yppma. Hence, there is a tradeoff between the network scal-
control channel. Therefore, every node can obtain the numt&%rility and utilization of the network. If thg. bits taked slots

of slots required for the RSV segments in every frame, befo F> 1) as the unit, then for the same range of burstlength, fewer

the transmission is started. Havmg_determlned the TDM and fts are needed, but the utilization would be degraded because
RSV segment lengths, the remaining slots of the frame are lﬁ‘k& allocation is carried out in the units lpfno matter whether

to the CNT segment. As a result, before a frame is used, we @b necessary or not. On the other hand, # 1, no wastage

ready know the sizes qf all its sggments. . |IIS incurred but longet,., bits are required for the same range
Once the segment sizes required are known, bandwidth a oy . S
of bursty length. In the remainder of the paper, we will elimi-

cation becomes straightforward and more flexible. Our strate te the boundary effects and assume the control cycle is suf-

Is to assign priorities to the subprotocol segments in the f%c_:ient for a given network size with frame-by-frame dynamic

lowing order: the TDM segments, the RSV segments, and the .

the CNT segments. That is, the TDM requirements are Cons?drljocatmn.

ered first (we allocate CBR traffic first). Next, we serve the VBR

traffic streams through the RSV segment if there is bandwidt¥: MATHEMATICAL MODELING OF THEM-WDMA N ETWORK

left. Finally, the remaining bandwidth, if available, is all given This section investigates the performance of the M-WDMA

to the CNT segment. This allocation algorithm is described MAC protocol through simple mathematical models. We focus

Fig. 6. our attention on determining the packet transmission delays
In this algorithm,QTpym and Qrsv are system parametersysing our M-WDMA MAC protocol. The dynamic allocation

that indicate the maximum number of slots that a TDM segmegtt bandwidth is not considered here. This is left for a sequel of

and a RSV segment can have. These two parameters reflectie paper. In an M-WDMA MAC protocol, three subprotocols

bandwidth allocation strategy. Generally, these two parametetsexist together, but they are not active simultaneously. When

should satisfy one of the subprotocols is in use, the other subprotocols are idle
from the point of view of the channels and the nodes. Given

Q@rom >0 that the bandwidth (subprotocol segment sizes) is statically
Qrsv >0 allocated in the M-WDMA, the three subprotocols can be

Lezame — Qrom >T. thought of as if they operate using three different networks.

These threevirtual networks have a bandwidth equal to the
Fig. 7 shows one example of applying our dynamic bandwidbdandwidth portion that is allocated to that subprotocol in an
allocation algorithm. The histogram is obtained using the foM-WDMA network. This is reasonable under the assumption
lowing parametersls.me = 30, Qrpm = 14, Qrsv = 25, that the three classes of traffic streams are independent from
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Fig. 7. Histogram of an M-WDMA+ bandwidth occupation.

each other. We term this assumptionpastocol independence called thevisit timeof queuei, a generally distributed random
assumptionWith this assumption, the three subprotocols carariable B; with meanb; and second momerbf). Since the
be modeled separately. server visits the queues in a cyclic order, the reference to the
A packet has to wait in its queue until it is its turn to bejueue indexes is domaodulo N. After visiting queuei, the
served, no matter which subprotocol would serve it. That is, teerver switches to queue+ 1. The period during which the
server is not always available. It simply alternates between therver switches from queugeto queuei + 1 is called the
states ofidle and busy In other words, a server (transmitter)switch-over perioddenoted by a random variabfg, which is
would poll the queues containing the packets each time it cassumed to be a generally distributed random variable with a
serve a packet. As a result, it is reasonable to apply a pollirgeans; and a second momegﬁz), Itis assumed that the packet
system analysis in our case [8], [9], [21], [22] for modelingrrival times, the packet service times, and the switch-over
our M-WDMA network. We assume that all the nodes in thgrocesses are mutually independent. For a particular gijeue
M-WDMA network have equal probability to generate packetsie period between two consecutive visits to queisenamed
and also have equal probability to be the destination of a packgjcle The duration of an cycleis denoted by;. Let R; be the
Let A be the network normalized traffic load, aA@pn, Arsv,  residual time in an cycle Our purpose here is to get the mean
andAcnT be the mean traffic loads for the individual segmenisacket delay?[W;] in queue in steady state. LeX; denote the
of the subprotocols, respectively. The relationships betwegomber of packets present in queuat an arbitrary moment.

these values are Under the assumption of exhaustive service, the waiting time
LrpvA of an arbitrary packet at queueconsists of the following two
ATDM = I: components:
ARsv _ LrsvA 1) the time since the packet arrives until the next visit of the
Lirame server to queué, that is, R;;
AoNT :LCNT/\. 2) the time required for the server to serve tkig packets
Lirame found at the queue during the last visit time.

Without loss of generality, we usg to denote the mean traffic  Fig. 8 illustrates the relationship between these time compo-
load that arrives into queue The service time for queukis nents.
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Fig. 8. Transmission delay components of a tagged packet.
By observation, we have B. The RSV Subprotocol Model

Using the RSV subprotocol of the M-WDMA network, the
cycleis no longer fixed. It depends on the elapsed time the token
stays on the other nodes under the control of the RSV subpro-
tocol. When anode gets atoken, it may occupy all the slots of the

E[X;] = AE[W)]. (3) RSVsegmentsin the current frame and may continue to use the
RSV segment in the next frames. In case few or no other nodes
This is true according to the Poisson arrivals see time averag@é this channel, the token may come back again. Hence, the
(PASTA) [9] property. When an arbitrary packet arrives at agyclecould have large variations. According to the suggestion
arbitrary time, the number of packets ahead of it in the queueden in [9], the E[Y;] can be derived using the recursive for-
also considered the mean number of packets in the queue. mula
We approximatd?[R;] as [9]

E[W;] = E[R;] + E[X}]. (2)

By Little’s law, we get

E[Y;] =b; + Y _ min(1, AE[Y;])b; + s (8)
_ E[Y1]E[R1] @ i

ElYi] wheres is the overall switch-over time. Here, we assume 0,
Consequently, we can obtain a general form for the mean packétc® WherLi..... is used to calculate the cycle, the tuning time
delay which is given by (switch-over time) has already been included.

Since we have a fixed frame length]R,] can be chosen

in the same way as in the previous subsection. Combining
E[R;] andE[Y;] into (5), we can get the mean delay of packets

. . Ersv[Wi].
Next, we apply this general form onto the individual subpro-

tocols of the M-WDMA network to finalize our mathematicalC. The CNT Subprotocol Model
model.

B[R]

E[R;]

i = (1=X)

()

The CNT subprotocol in an M-WDMA network is a random

A. The TDM Subprotocol Model access protocol. .Every_nod_e can access the CNT segment of
R ) each frame, so thiecycletime isT..me. Due to collisions, how-

In the TDM subprotocol, the transmission is organized agyer, packets’ retransmissions are needed. As a result, the net-
cording to a pre-fixed schedule table, as shown in Fig. 3. {flork load is no longer equal to just:xr. Many mathematical
addition, the cycle time is fixed tON — 1)Tkame. Since the models have been proposed for such a protocol [4]. In our case,
schedule for transmission operates in a round-robin schemg, reasonably follow Dowd’s model, which issemi-Markov

each queue has a fair chance (i.e., preallocated bandwidthhfgcessnodel. According to [4], the average number of packets
transmit packets and the TDM segmentis of fixed lengtbni. — in the system is given by

Hence, when an arbitrary packet arrives at an arbitrary time, the
expected residual time is given by 2(B+1)
E(N)= Y E[N;P;
) =
whereP; is the probability of being in stat§;, where the nota-
Note that the residual time excludes a frame time that is ocaibn of system staté; implies that there arépackets residing
pied by the underlying node. Using (5), we can get the me@nthe buffer.B is the capacity of the buffer. By Little’s law, the

(N - 2)jjfrarne

E[R;] = 5

packet delay using the TDM subprotocol as mean delay is given by
(N = 2)Ttame E[N
Bro{;] = LD ) A = 2 ©
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wherel’ = 'ny:ll P;, and+ is the probability of successful TABLE |
feai M-WDMA N ETWORK PARAMETERS USED IN OUR SIMULATION
transmission.
If we substitute (9) into (2) and giveli[R;] = Trame/2, We
can obtain the mean packet delay using the CNT subprotocol of Parameters Value
our M-WDMA network. Channel data rate 1 Gb/s
. Slot size 53 Bytes
D. Maximum Throughput of the Subprotocols Frame size 30 slots
Since the TDM and the RSV subprotocols are collision-free Slot time 424 ns
Frame time 12.72 ps

MAC protocols and all the slots in their corresponding segments Number of Channels c

could be fully utilized, the maximum throughput should be Tuning Time 20 slot time
Number of nodes N
CLtpm Maximum buffer size 200 slots
STD]\’I,max = (10)
Lframe
Savr _CLrsy (11) . . . . .
RSVimax =77~ As mentioned in the introduction of this paper, urgent mes-

sages requiring very small delay would be sent through the CNT

Using the CNT subprotocol, we can have packet collisions, aR@9ment where a random access protocol is applied. In case no

packet retransmission would be needed. Thus, the maximﬁFH"SiO” occurs, the response time can be expected to be equal to
throughput cannot excedde = 36.8% [4]. As a result the round-trip propagation delay. Theoretically, when the traffic
' load for the slotted ALOHA is less than about 20% of the total

CNT bandwidth, the collision rate can be very small. As the

SONT max = % (12) contention slots can be used at any time, the available effective
' Ltrame throughput in the case of one slot per frame can be expected to
reach about 7 Mb/s. It is worthwhile to mention again that the
benefit from the CNT access is for a very small delay and simple
V. PERFORMANCE EVALUATION OF M-WDMA access control, not high throughput.
THROUGH SIMULATION

In this section, we evaluate the performance of olf Traffic Generation Models
M-WDMA using extensive discrete-event simulations. The In our simulation study, three types of traffic streams are gen-
purpose of the simulations includes the validation of therated: the CBR sources, the VBR sources with small bursti-
mathematical models discussed in the previous section, tiess (VBR1), and the VBR with large burstiness (VBR2). For
guantitative evaluation of the improvement gained by othe CBR packet sources, the packets are generated periodically.
M-WDMA+ when compared with M-WDMA, and the com- The period is determined according to the traffic load percentage
parison of the performance of M-WDMA+ with conventionalvhich corresponds to the system parameaterhe sources and

WDMA MAC protocols. destinations are randomly chosen in a uniform distribution. The
unit of the traffic generation is slot time.
A. Network Parameters The VBR1 data sources are in the class of connectionless

Table | lists the M-WDMA network parameters that hav&raffic streams with small amounts of data, but expecting quick
been used in our simulation. response, e.g., game control signaling and network management

Note that in the table, the frame time is 12,&2 This implies and signaling. The traffic load from these interactive applica-

that if a connection can get one slotin each frame, the bandwid@'S IS light but may be bursty. In our simulation, the generation
obtained would be 33.3 Mb/s. For guaranteed bandwidth allo&-YBR1 traffic follows a Poisson arrival process. In addition,

tion (TDMA), if the number of nodes i&/ = 10, andC' = N the packets are generated at each node in a batch as a message.
the rate of one slot per frame corresponds to a 3.3-Mb/s ddfa€ length of a message is short.

rate (ten frames per cycle). This rate can already support tonhe \_/BRZ d_ata are generated using @w-OFF state_: ma-
MPEG-| data streams (each around 1.6 Mb/s). Similarly, for ghine with a Poisson arrival process and a uniformly distributed
8-KHz phone call, a one-slot-per-frame rate means that we Jdgpdomon state duration. The burstiness length of the traffic is
support about 200 pairs of phone conversations simultaneoulyyStem parameter. This is used to emulate heavy data transfers

Higher bandwidth can be obtained in multiples of 3.3 Mb/s b\9/|th less time restrictions, such as data or image transfer and
allocating one more slot per cycle. offline video/audio transmission.

The peak rate can be obtained through the allocation of o
slots using the RSV segment. In case the RSV segment siz&isM0del Validation
ten slots, the peak rate can reach 333 Mb/s. Even larger pealig. 9(a) and (b) shows the mean delay and throughput of an
rates can be obtained by further extending the RSV segmdvitWDMA network. These results are obtained using our math-
In an M-WDMA network, the theoretical available peak ratematical model and using simulation. For simplicity, in both the
is 1 Gb/s. In such a case, the whole frame becomes the RSkulation and mathematical model, we assume the propaga-
segment. tion delay to be zero. The number of nodesVis= 10 and the
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Validation of Modeling
N=10, C=10, TDM:RSV:CNT=1:1:1
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Fig. 9. Performance of the M-WDMA protocol with the fixed bandwidth allocation. (a) Mean delay. (b) Throughput.

number of channel§’ = 10. We also assume that the frameD. Performance Evaluation

size is Lirame = 30, and the subprotocol segment sizes are 1) Improvements With M-WDMA+By dynamically allo-

Lypyn = 10, Lrsy = 10, andLont = 10. cating the M-WDMA bandwidth to different types of traffic
As can be seen from the figures, our simulation and mathgtreams, the network efficiency and performance can be im-

matical model results are close to each other. This is an indigatoved as discussed in Section 1ll. The numerical simula-

tion of the accuracy of our simple mathematical models for thimn quantifies this improvement as illustrated by Fig. 10(a)

M-WDMA MAC protocol. and (b).



2136 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 21, NO. 10, OCTOBER 2003

Improvement of M\-WDMA+ on Mean Delay
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Fig. 10. Performance improvement of M-WDMA+ over M-WDMA. (a) Mean delay. (b) Throughput.

In our simulation, the three different types of traffic streamgBR1, but its mean load is smaller. More precisely, the three
are generated: CBR, VBR data streams (VBR1), and lowypes of traffic streams are such that 47% of the network load
arrival-rate traffic data (VBR2). The CBR traffic is controlledis the CBR data, 47% is VBR1 data, and 6% is VBR2 data.
by varying the stream length and the mean traffic load. Thes a result, the bandwidth allocation in the M-WDMA also
VBRL1 traffic is controlled by varying the burstiness of thdéakes exactly the same proportion for the three subprotocols,
data (e.g., from 1-20 slots). The VBR?2 traffic is similar to theespectively.
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By applying the dynamic bandwidth allocation algorithm, th#1AC protocol for the M-WDMA. The only difference is that
channel bandwidth is utilized more efficiently. Hence, the peall the traffic streams are handled by a unigue MT-WDMA
formance can be improved tremendously. From these figurgsptocol in this case, as opposed to multiple subprotocols for
we can see that the performance of the CBR streams using tte case of the M-WDMA.

M-WDMA and the M-WDMA+ MAC protocols are more or By examining Fig. 12(a) and (b), it is obvious that the
less the same since both of them guarantee the bandwidthMeWDMA+ performs better for all types of traffic streams
quired for the CBR traffic streams. However, the performandecause the MT-WDMA protocol has extra time overhead for
of the VBR1 traffic streams is improved since the M-WDMA-+the reservation. The RSV part in the M-WDMA+ is better than
can accommodate longer data burstiness than in the “static’the MT-WDMA, since the RSV protocol in the M-WDMA+
M-WDMA. The most significant improvement is with regardis less affected by the head-of-line blocking problem. The
to the VBR2 traffic streams, where a random access subpiidM part is better because the CBR traffic in the M-WDMA+
tocol is applied. This is because all the unused bandwidth candw®ids the reservation operation. Comparing the CNT parts
fully utilized by the VBR2 traffic data. For a given traffic load,using the MT-WDMA and the M-WDMA+, we can see that
a larger bandwidth implies lower collision rates and thus bettdre M-WDMA+ supplies much better performance because
efficiency. the M-WDMA+ gives more bandwidth for packet contention.

2) Performance Comparison of M-WDMA+ WithAgain, this is an affirmation of the superiority of using an
ITDMA: In this subsection and the following ones, wéntegrated approach when designing MAC protocols for multi-
want to illustrate the superiority of integrating various protomedia applications.
cols into a single one (M-WDMA) when compared with any 4) Performance Comparison of M-WDMA+ With
individual conventional protocol for a WDM network. We nowiSA: Here, we compare the integrated MAC approach
compare the performance of the M-WDMA+ with the ITDMAfor our M-WDMA+ with that of a single random access
protocol. The ITDMA protocol can be found in [4], and it isprotocol, ISA [4].
exactly the same as the TDM subprotocol in our M-WDMA+ ISA is implemented using the same network configurations
network. In other words, the ITDMA can be looked at aas our M-WDMA+ protocol. Again, the difference is that in
our M-WDMA, where all the frame size is a TDM segmentlSA, all types of traffic streams are processed under the same
For a fair comparison, exactly the same traffic patterns aMAC protocol, unlike the M-WDMA+ MAC protocol, where
proportions are loaded onto both networks, and the same nedeh type of traffic stream is allocated to the proper subprotocol.
configurations are also applied, i.e., in ITDMA, the transmitterBhe results shown in Fig. 13(a) and (b) clearly illustrate the
are also pipelined. The mean delay and loss rate for batvantages of our integrated MAC approach in M-WDMA+.
networks are shown in Fig. 11(a) and (b). Note that only when the traffic load is very light, the ISA can

The CBR traffic performance is more or less the same for bosichieve lower delay and similar loss rate as the TDM part in
networks, since our M-WDMA+ MAC protocol takes advantag®¥-WDMA+.
of the ITDMA MAC protocol for this type of traffic. But for ~ 5) Performance Comparison of M-WDMA+ With
other types of traffic streams, the VBR1 and the VBR2, they af@onrad: CONRAD is a state-of-the-art MAC protocol
much better served by our M-WDMA+ network. In Fig. 11(a)that is proposed for a passive-star-based single-hop WDM local
we can see the three different traffic schemes obtain very silightwave network [26]. It can efficiently provide services to
ilar performance using the ITDMA, i.e., the delay is almost corsupport data traffic with tight delay constraints, i.e., real-time
stant. This is not good because some urgent messages maytnaffic, directly in the optical layer. In the original paper of
necessarily wait too long. On the other hand, the M-WDMA€ONRAD protocol, only two types of traffic are generated to
can better adapt to the traffic characteristics. You may see teatluate its performance. In order to compare its performance
when the traffic load is not very high, the delay can be quitgith that of M-WDMA+ protocol, we have included three types
low for the RSV and the CNT transmissions. Correspondinglgf traffic, i.e., CBR traffic, VBR1 traffic, and VBR2 traffic.
the advantage is also obvious in the loss rate comparison,Uagler the same environment with the same system parameters,
shown in Fig. 11(b). In the high traffic load, we can observee compare the performance of both protocols.
that the performance of the RSV traffic of the M-WDMA+ is a The parameters of the simulation experiments for comparison
bit worse than that of the ITDMA. This is because the ITDMApurposes are as follows. The number of nodes in the system
does not need to do reservation. While for the TDM traffic, this ten. The number of channels is also ten. The time unit in
M-WDMA+ is better than the ITDMA because the head-of-linghe simulation is the same as the time slot for the transmission
problem is more severe in the ITDMA. The most significartime of one packet. Propagation time is assumed to be zero in
advantage of the M-WDMA+ over the ITDMA protocol is theorder to compare the silent feature of both protocols. The trans-
CNT part because the M-WDMA+ supplies much more bandeiver tuning time is 16 time units. CBR traffic, VBRL1 traffic,
width for the traffic contention, thus reducing collision. and VBR2 traffic are generated for both protocols. We consider

3) Performance Comparison of M-WDMA+ andCBR traffic as real-time traffic, which occupies 30% of total
MT-WDMAC: We now compare the performance of outraffic. The VBRL1 traffic is 17% in total. The remainder is the
M-WDMA+ protocol with a reservation-based MAC pro-VBR?2 traffic. For the CBR traffic stream, it is assumed that a
tocol, namely, MT-WDMA [25]. The MT-WDMA stands for message, which consists of several packets, is generated peri-
multiple-token WDMA. This protocol has been described predically. The message is always considered with ten packets.
viously and is similar to the one we use as part of our integraté@R1 and VBR2 traffics are generated as Poisson processes.
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Fig. 11. Performance comparison between M-WDMA+ and ITDMA. (a) Mean delay. (b) Loss rate.

The length of a message from VBR1 traffic follows an exponemesults in terms of network throughput and average packet delay
tial distribution with mean as five packets. The length of a VBR@f two protocols in Fig. 14.

message also follows an exponential distribution with mean asFig. 14(a) shows the average packet delay versus normalized
15 packets. We assume that the destination nodes are randooffigred load for both protocols. An interesting observation from
chosen among ten nodes following a uniform distribution. Fahe figure is that by using the CONRAD protocol, the delays of
a fair comparison, exactly the same traffic pattern and propa&/BR1 and VBR2 are almost convergent together. This is be-
tions are designed for both protocols. We present the simulaticeuse the packets from VBR1 and VBR2 streams enter into
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Mean Delay Comparison: RSV vs M-WDMA+
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Fig. 12. Performance comparison between M-WDMA+ and MT-WDMA. (a) Mean delay. (b) Loss rate.

one queue whose discipline is first-in—first-out. We also oltraffic is larger than the delays of VBR1 and VBR2. The delay of
serve that using the CONRAD protocol, only with very lighvBR1 traffic is the smallest among three types of traffic. How-
traffic, the average packet delays for VBR1 and VBR?2 traffiosver, when the traffic load is heavy, the delay of VBR1 traffic
are small. The average packet delay for CBR traffic is smaller increased significantly and it becomes larger than those of
than those of VBR1 and VBR2 traffics. We can also find that thether two traffics. The reason is that the VBR1 traffic uses the
average packet delays for the three types of traffics using t8&T subprotocol, which is designed based on a slotted ALOHA
M-WDMA+ protocol are always smaller than those using thecheme. It is well known that under light traffic conditions, the
CONRAD protocol. Using the M-WDMA+ protocol when thedelay in slotted ALOHA could be small. Under heavy traffic
traffic load is moderate (the normalized offered load is less théoad, many more collisions would occur, making the delay large.
0.6), the average packet delays are not seriously affected wheisummary, the overall performance of the M-WDMA+ pro-
there is a small increment of offered traffic. The delay of CBRocol is always better than that of CONRAD protocol in terms
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Mean Delay Comparison: CNT vs M-WDMA+
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Fig. 13. Performance comparison between M-WDMA+ and ISA. (a) Mean delay. (b) Loss rate.

of average packet delay for all three types of traffic in the ne®-2. Using the M-WDMA+ protocol, the overall throughput
work. The primary reason for it is that the M-WDMA+ protocolkeeps increasing and reaches the maximum throughput as the
has employed three subprotocols to adapt to different typestiffic load approaches 1.0. The reason of these facts is that
traffic and three transceivers to cover the overhead of the tunimg using the CONRAD protocol, the transceiver has to take

time of them.

time to tune to the specified channel for data transmission.

From Fig. 14(b), we can see that the M-WDMA+ protocol ad his action makes transmission channels idle for some time
ways has higher throughput than that of the CONRAD protocdlots. It results in low throughput, even under heavy traffic.
Using the CONRAD protocol, the overall throughput reachdsis obvious that when the normalized offered load is more
the maximum value when the normalized offered load is abdiman 0.2, the throughput is not increasing any more. However,
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Fig. 14. Performance comparison between M-WDMA+ and CONRAD. (a) Mean delay. (b) Throughput.

there is no such thing when using the M-WDMA+ protocol¢ally loaded. The traffic ratio of three types of traffic is always
simply because of the pipeline working style of the group dhe same a¥DM : RSV : CNT = 7 : 7 : 1 to every node.
transceivers. In this subsection, we present one group of results from the
6) Performance of M-WDMA+ Under Unbalancedsimulation experiment, in which unbalanced traffic is applied
Traffic: In the previously described simulation experito the network. We consider that the traffic ratio of the three
ments, we evaluated the performance of the M-WDMAtypes of traffic to be different to different nodes. We compare
protocol under the assumption that the network is symmettire performance of our proposed protocol under the balanced
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Fig. 15. Performance comparison between balanced and unbalanced traffic for M-WDMA+. (a) Mean delay. (b) Throughput.

and unbalanced traffic to show that the performance of th®TDM : RSV : CNT = 15 : 14 : 1. The simulation results

M-WDMA+ protocol can still be good enough to supporhave been shown in Fig. 15 as follows.

multimedia traffic even under the unbalanced traffic load. From Fig. 15(a), we can find that under unbalanced traffic
In this simulation experiment, we assume that in the networtpndition, for CBR and VBR?2 traffic, the average packet de-

the traffic ratio for three nodes iIEDM : RSV : CNT = 14 : lays are quite lower than those under balanced traffic. However,

14 : 2, the traffic ratio for another three nodesii®M : RSV : the average packet delay for VBRL1 traffic is quite higher than

CNT = 13 : 13 : 4, and the traffic ratio for thr other four nodesthat under balanced traffic. The reason for these facts is obvious.
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Under the unbalanced traffic condition with the ratio of thretaffic streams; 2) to efficiently support a large range of traffic
traffic loads asI'DM : RSV : CNT = 14 : 14 : 2 for three streams with different characteristics and QoS requirements
nodes,TDM : RSV : CNT = 13 : 13 : 4 for three nodes, and in a single WDM network and for a transmitter to access the

TDM : RSV : CNT =15 :

14 : 1 for four nodes, the amount channel; and 3) to dynamically allocate the network band-

of the VBR1 traffic is more than that under the balanced traffigidth to the different classes of traffic in order to boost the

condition with the traffic ratio a¥DM : RSV : CNT = 7 :

network performance. We have investigated the performance

7 : 1 for tne nodes. The M-WDMA+ protocol has allocatedf our M-WDMA network, and it was clearly shown that it
more bandwidth to the VBR1 traffic. However, due to the feautperforms state-of-art MAC protocols for the WDM net-
ture of CNT subprotocol, the VBR1 traffic can only experiencgorks in serving multimedia applications. As a result, we can
lower delay when the traffic load is lower than 0.6. When theasonably expect the integration of various subprotocols into
traffic load gets higher than 0.6, the delay of the VBR1 traffig single protocol to have a good potential for meeting the QoS
experiences higher delay. On the contrary, the network has allequirements of future integrated services WDM networks.

cated less bandwidth to VBR2 traffic and CBR traffic because
the amounts of the VBR2 traffic and CBR traffic under the un-
balanced traffic condition are less than those under the balanceﬂ]
traffic condition. It is shown that when the traffic load is light,
the delays for the VBR2 traffic and CBR traffic under unbal-
anced traffic condition are almost the same as those under th&
balanced traffic. When the load gets higher, the delays for VBR2
traffic and CBR traffic are a bit lower than those under the bal-
anced traffic condition. From these facts, it has clearly shown!®!
that the M-WDMA+ protocol can dynamically allocate the net-
work bandwidth according to the overall traffic load of the dif- [4]
ferent types of traffic so that the performance of the network in
terms of average delay could almost not be affected under thex;
unbalanced traffic loads.

Fig. 15(b) depicts that the network under balanced and un-
balanced traffic loads has almost the same overall throughputgs
when the traffic is not very high (normalized traffic load0.8).
However, when the traffic load becomes heavier, the throughpui7
of VBR2 traffic under unbalanced traffic load is lower than that
of the VBR2 traffic under the balanced traffic load. It causes the
overall throughput of the network under the unbalanced traffic g
load to be lower than that under the balanced traffic load. The
reason of the lower throughput of the VBR2 traffic is clear. The
amount of the VBR2 traffic under the unbalanced traffic condi-
tion with specified traffic ratio is quite smaller than that under
the balanced traffic condition. The lower VBR2 traffic load re-
sults in the lower throughput of the VBR2 traffic. On the other[11]
hand, the overall throughput under the unbalanced traffic load
has not decreased as much as that of VBR2 traffic because t 8
network has allocated a portion of its bandwidth to serve the
VBR1 traffic as it has increased its amount under the unbal-
anced traffic load. Due to the nature of the CNT subprotocol; 3
the overall throughput under the unbalanced traffic load cannot
be kept as high as that under the balanced traffic condition. Thiﬁ4]
fact shows that under the unbalanced traffic load, the perfor-
mance of the proposed protocol will only suffer a bit in terms of
throughput. However, this degradation on the overall throughpdtls]

is not serious, especially, when the total traffic load is not heavy.
[16]

(9]

(10]

VI. CONCLUSION

This paper introduced a new approach that combines dift71
ferent types of MAC protocols into a single WDM network to [18]
better serve a wide variety of multimedia applications. Some
of the goals of this approach are: 1) to keep the advantages B!
the individual MAC protocols with respect to specific types of
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