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Abstract
Large-scale AI training is among the most demanding workloads in
datacenter networks. The unique characteristics of low flow entropy
exacerbate flow collisions under traditional Equal-Cost-Multi-Path
(ECMP) Load Balance (LB). To mitigate these issues, per-packet LB
mechanisms, such as packet spraying and adaptive routing, emerge
as a promising alternative to eliminate flow collisions. However,
since per-packet LB inherently rebalances traffic to absorb par-
tial congestion, existing Congestion Control (CC) algorithms over-
look this behavior and overreact to per-packet congestion signals
which only reflect individual path congestion rather than conges-
tion across multiple paths. Consequently, this overreaction leads to
unnecessary rate reductions, resulting in throughput degradation
in model training processes.

To tackle the incompatibility between current CC and per-packet
LB, we propose using message-level signals as a more accurate alter-
native to capture congestion across multiple paths. The key idea is
to leverage message delays rather than solely relying on per-packet
delays to better capture the global congestion state. Based on these
signals, we build MCC, a congestion control mechanism that is
compatible with per-packet LB for AI workloads. Specifically, MCC
adopts a window-based approach and reduces in-flight data only
when the global pipe is congested. Furthermore, considering the
challenges related to hardware programmability and compatibility,
MCC adopts a software-based approach to control traffic in collec-
tive communication libraries (CCLs), achieving both the efficiency
and independence of the NIC hardware. Our simulation results
demonstrate that MCC effectively alleviates congestion without
overreaction in collective communication operations.

CCS Concepts
• Networks→ Transport protocols.
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1 Introduction
The growing scale of distributed AI training demands high-
throughput collective communication across tens of thousands
of GPUs, which has imposed significant pressure on the network in-
frastructure. However, traditional per-flow LB mechanisms, such as
ECMP, have been found insufficient for distributing AI workloads
due to flow collision problems [10]. These collisions not only re-
duce link utilization, but also impair AI communication throughput,
highlighting the need for finer-grained LB to fully utilize multiple
network paths for each flow. Therefore, per-packet LB techniques,
such as packet spraying [5] and Adaptive Routing (AR) [26], provide
promising solutions and effectively mitigate flow collision prob-
lems. They dynamically route packets across all available paths,
inherently has the ability to absorb internal congestion imbalances.

Although per-packet LB builds a promising foundation for AI
network transport, widely adopted CC mechanisms, such as DC-
QCN [28] are incompatible with per-packet LB and perform poorly
due to the following reasons:

• Congestion signals, such as Explicit Congestion Notification
(ECN) and packet Round-Trip Time (RTT), only represent
congestion on individual paths.

• The growing packet processing rate enforces coalescing
ACKs, preventing delay measurement on all packets and
identification of congestion across all paths.

• Traditional CCs overlook the dynamic rebalancing ability of
per-packet LB, thus often overreact to partial congestion on
individual paths.

In per-packet LB, packets within a network flow are dynamically
routed to multiple paths, and packets can be considered to traverse
a network pipe. However, the per-packet congestion signal only
reflects the congestion status of an individual path, failing to capture
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the overall congestion of the network pipe. Moreover, per-packet
signals highly fluctuate as the degrees of congestion across paths
are different, making it difficult for CC algorithms to distinguish
transient local congestion on individual paths from real congestion
on multiple routes. As a result, when congestion arises on one path
while others remain uncongested, CC algorithms misinterpret it
as global congestion and slow down, leading to unnecessary rate
reductions and ultimately degrading overall throughput.

Moreover, the real-world network bandwidths across links are
intrinsically asymmetric and have imbalanced topology [2, 22, 23].
For instance, in networks with heterogeneous switch components,
imbalanced striping [27] occurs when the uplink number on a
switch is not an integer multiple of the total number of upper-
layer switches, thus inherently resulting in network asymmetry.
Additionally, link failures [11] are well-documented issues, and
any link between two switches that goes down can lead to uneven
bandwidth distribution, exacerbating network imbalance. In such
asymmetric topologies, CC overreaction is unavoidable, forcing
existing AI training practices to disable CC [10, 17] and rely on
priority-based flow control (PFC) to avoid network buffer overflow,
which further brings issues such as network deadlock [12] and
head-of-line blocking [9, 19].

Facing invalid packet-level congestion signals, we pose a key
question: How can we properly interpret congestion signals and con-
trol congestion under per-packet LB for AI training workloads? In
this paper, we answer this question by proposing message-level
signaling for congestion control in AI workloads. Our key finding
is that messages are more accurate units when acting as congestion
signals in a multipath network with per-packet load balancing. As
messages are split into multiple paths, they are inherently resilient
to single path congestion. Additionally, with message-level signals
properly interpreting congestion states across paths, we can pre-
vent unnecessary slowdowns and overreactions, thus maintaining
high throughput for AI training processes.

Achieving a message-level congestion control, however, has a
key challenge that message-level congestion control contradicts
with existing hardware offloaded transport in Network Interface
Cards (NICs). Existing CC algorithms, such as DCQCN, control at
packet-level and are implemented in NICs to ensure high through-
put. While commercial NICs are mostly non-programmable, ex-
tending current CC to support message-level signals is impracti-
cable, and implementing a new CC approach at those NICs can
be quite challenging. Moreover, with heterogeneous NIC envi-
ronments becoming inevitable, industry experience shows that
incompatibilities in CC algorithms are a major cause of perfor-
mance degradation [4, 15]. These limitations motivate us to build
a NIC-independent congestion control that does not rely on the
programmability of NICs.

We propose MCC, a message-level congestion control for col-
lective communication in AI workloads. AI flows are originally
generated through CCLs, which partition data volume into mes-
sages and transmit them in a pipeline fashion. As this inherent
structure facilitates message-level signaling for coarser-grained
congestion control, we implement MCC in CCLs to ensure efficient
congestion management.

At its core, MCC measures message delay and expected delay
of sampled packets within messages to regulate the number of

in-flight messages. For delay measurement, MCC interacts with
existing collective communication modules, which decompose the
traffic as regular-sized messages. Since each message is composed
of multiple packets and travels through multiple paths, message-
level signals aggregate congestion information across the network
pipe, providing dense and comprehensive sampling of network-
wide congestion. By capturing overall congestion rather than tran-
sient fluctuations on individual paths, message-level signals pre-
vent misinterpretations caused by localized congestion. To better
accommodate AI workloads, MCC leverages concurrent flows and
interconnect topologies for fast window adjustment.

This paper makes the following contributions:
• We identify message-level signals as more accurate conges-
tion indicators for multipath networking than packet-level
signals.

• We proposeMCC as a prototype to handle message-level con-
gestion signals in typical distributed AI training workloads,
offering better compatibility with per-packet LB compared
to current CC.

• Our preliminary results show that MCC outperforms the two
de-facto congestion control standards, DCQCN and TIMELY,
by reducing latency by at least 16 percent and improving
throughput by 22 percent in collective communication.

2 Background
Per-packet LB has been recognized as a promising solution to over-
come drawbacks in traditional flow-based load balancing, such as
ECMP. We explain the advantages of per-packet LB over ECMP
and analyze how existing CC mechanisms fail to handle congestion
signals properly under per-packet LB.

2.1 Necessity of Per-Packet Load Balance
Traditional LB mechanisms, such as ECMP, suffer from flow-
collision problems during communication in distributed AI applica-
tions. The root cause is that collective communication in AI training
workloads features fewer, larger flows and low entropy [10, 13],
which downgrades the entire throughput once two flows collide on
the same path even when other paths are idle. Existing alternative
techniques, such as QP scaling [10, 20] and flowlet routing [6], fail
to eliminate the issue and low entropy persists in the communi-
cation pattern. Flowlet-based LB relies on flowlet gaps to trigger
path switching, but rate shaping utilized by RDMA [18] leads to a
continuous flow of packets with minimal and unstable time gaps,
resulting in generating uneven packet groups and flow skew, which
cannot fully solve low-entropy challenges. Scaling QP balances
loads by assigning multiple QPs with different UDP source ports
to a single flow, enabling the traffic to traverse through different
paths. However, in some cases, the entropy cannot increase as ex-
pected [10]. Moreover, QP scaling requires maintaining more queue
pairs simultaneously, posing more challenges in resource allocation.

To fully eliminate path collision, per-packet LB is necessary for
its ability to spray packets to multiple paths and its flexibility to
route packets based on local congestion. Consequently, load balanc-
ing at packet granularity is suitable and efficient for AI workloads
to overcome the low-entropy challenges and fully leverage all avail-
able network paths.
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Figure 1: Asymmetric network topology with link speed
downgrade.

2.2 CC Inefficiency under Per-packet LB
With per-packet LB fully leveraging paths for each flow, per-packet
signaling, such as ECN, falls short of indicating network congestion
because it is generated from a single path, leading to overreactions
of existing CC mechanisms. To illustrate this, we consider DCQCN,
the CC algorithm commonly deployed at scale with per-packet
signals, and set up a simulation experiment in NS-3 with adaptive
routing and DCQCN. We also consider adaptive routing without
CC and only relying on PFC.

Due to the fact that link failures as well as imbalanced striping
are common in real deployments, the actual bandwidths across
links in the network are not symmetric, but have some links with
lower bandwidths. Thus, we conduct the experiments in asymmetric
topology as shown in Figure 1, all the links between the leaf and the
spine switches have 100Gbps bandwidth, except for 𝑙2 from leaf0
to spine1 obtains only 50Gbps due to link failure (one of the two
50Gbps uplinks fails). We set up 8 servers and each with 8 GPUs,
and simulate distributed training with Data Parallelism (DP) degree
2, Tensor Parallelism (TP) degree 8, and Pipeline Parallelism (PP)
degree 4, where 8 GPUs in the same server form a TP group, 4 GPUs
under the same leaf switch form PP groups, and 2 GPUs across
different spine switches form DP groups. Thus, we can observe
one DP AllReduce traffic from server 𝑆0, 𝑆1, 𝑆2, 𝑆3 to 𝑆4, 𝑆5, 𝑆6, 𝑆7,
respectively, during one iteration.

We experiment with three DP traffic sizes: 0.5 GB, 1 GB, and 2
GB. The corresponding Collective Completion Time (CCT) results
of DCQCN+AR, PFC+AR are shown in Figure 2. In each message
sending process, AR without CC assistance, i.e. PFC+AR, outper-
forms DCQCN+AR. The abnormal results provide evidence that
DCQCN performs overconservative rate control decisions, thus an
even more aggressive sending with frequent PFC can lead to lower
CCT. The overreaction of DCQCN can also be observed in Figure 3,
where we record the link utilization of 𝑙1 and 𝑙2 when performing
DCQCN+AR. The link downgrades are frequently triggered in both
links, leading to around 1.51x CCT delays that harm AI training
performance, and achieved normalized throughput still below 60
percent.

The main reason for such link downgrades and performance
degrades is that packet-level signaling in DCQCN only reflects con-
gestion in single links, thus making senders overreact to temporary
congestion without a global understanding of the whole network
pipe. To illustrate this, we explore the relationship between ECN
marking and link utilizations, as shown in Figure 3.
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Figure 3: Link utilization and ECN marking rates of 𝑙1 and 𝑙2.

With adaptive routing, traffic from server 𝑆0 to 𝑆3 is distributed
to 𝑙1 and 𝑙2 according to local congestion states. While 𝑙2 has lower
available bandwidth, queues are quickly built up and reach the
ECN-mark threshold. Those per-packet ECN signals further trigger
receivers to send CNPs, thus servers 𝑆0 to 𝑆3 react by cutting down
sending rates in response to congestion signals. However, such ECN
marking only indicates congestion in 𝑙2, rather than that in 𝑙1. As
can be seen in Figure 3, it is obvious that the link downgrade in 𝑙1
has high relevance with frequent ECNmarking in 𝑙2, rather than the
ECN marks from itself. Thus, even though DCQCN rate deduction
alleviates congestion in 𝑙2, it also raises overreactions in 𝑙1, where
1 percent ECN signaling rate causes utilization to rapidly drop to
nearly 40 percent, causing downgrades in overall performance.

2.3 Opportunities from CCLs
As AI workloads are generally derived from CCLs, we found unique
features in CCLs can provide valuable opportunities to generate,
interpret, and leverage message-level congestion signals.
Chunk-based transport. In CCLs, initial messages are divided
into smaller message chunks, with each chunk associated with its
own Work Queue Element (WQE) and will be sequentially posted
to Send Queue (SQ) for NIC transmission. Since each chunk is
processed and transmitted independently, this mechanism allows
for message-level control that decides whether to send the next
chunk message. Moreover, as each message chunk typically sized
at 64KB that consists of several packets, it further supports the
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generation and reception of message-level congestion feedback,
thereby facilitating our message-level signaling CC algorithm.
Topology awareness and application demand perception.Dur-
ing initialization, CCLs detect system topology and identify avail-
able interconnect bandwidths, which will be used to set up com-
munication channels and further optimize communication. This
information can also be used to estimate in-flight capacity and prop-
erly interpret congestion signals for better controlling. Moreover,
the application-level requirements, for instance, the throughput
demands of AI training jobs, can also be perceived and utilized
to achieve CC fast recovery. Thus, the ability of CCLs to provide
valuable additional information can effectively enhance the CC
designs.
Mild incast. AI workloads are inherently resilient to incast prob-
lems as collective communication operations from CCLs are care-
fully designed and scheduled to avoid incast [7, 8, 13, 21]. For in-
stance, in an AlltoAll operation where all participants exchange
messages, CCLs schedule sending times to stagger arrivals at each
receiver. Moreover, recent work [17] carefully designs new CCL
for Mixure-of-Experts (MoE) training, which consists of substantial
AlltoAll operations, and significantly alleviates incast problems.
Therefore, when incast remains mild and fabric congestion can be
well-managed by per-packet LB, the network maintains a more
stable level of in-flight bytes. This stability allows CC mechanisms
to regulate in-flight data and leverage coarse-grained message-level
more effectively, preventing both excessive throttling and under-
utilization of bandwidth.

3 Message-level Congestion Signal
Existing CC mechanisms overreact to individual path congestion
in a network with per-packet LB. In contrast, MCC interprets con-
gestion signals on the message level and directly interacts with
AI application messages in collective communication. The regular-
sized messages and window-based in-flight message controlling
enable MCC to bypass NIC programmability limitations when im-
plementing congestion control.
Network pipe under per-packet LB. In multi-path transport with
per-packet LB, each switch node routes every packet to the least
congested port with adaptive routing. Thus, the network between
end hosts works as a pipe, and packets can take different paths in
this pipe from source to destination. However, under the network
pipe model, neither senders nor receivers know the actual paths
taken by each packet, as shown in Figure 4. Network congestion
happens in the following cases:

• Individual path congestion: some paths encounters link re-
duction or failures, causing asymmetric bandwidth across
links and port buffer build up.

• Global congestion: the aggregated ingress rate to a set of
ports has surpassed the total rate of the egress. For example,
global congestion may happen on a switch with oversub-
scribed upper links.

The global congestion is considered to be real congestion and
needs to slow down. And individual path congestion happens
mainly due to link failure and bandwidth cut-down that causes
temporary asymmetry in path throughput. Since congestion sig-
nals are path-agnostic, i.e., cannot notify end hosts about the path

Sender Receiver

Non-congested Paths, no ECN

Congested Paths, with ECN

Figure 4: Congestion signals on individual paths.

information, end hosts overreact to individual path congestion and
cut down sending rates, leading to underutilized links.
Message-level signals. To prevent overreaction in the congestion
of individual paths, we extract congestion information by mea-
suring the delay of messages and the delay of sampled packets
in messages. Different from packet-level signals that mislead end
hosts with individual path congestion and slow down on all routes,
message delays are determined by the delay of a sequence of pack-
ets that span across multiple paths, which can effectively reduce
the impact of individual path fluctuation. Moreover, we also cap-
ture and identify individual path congestion by sampling delays of
packets, and accordingly estimate the expected packet delay.

To support this design, MCC collects timestamps from NICs to
sample delays of packets in messages, which allows recording the
time when the packet is put into the wire or received from the
wire. With message-level signal carrying network pipe congestion
information, MCC smooths transient fluctuations caused by indi-
vidual path congestion and captures the global status of the entire
network pipe.
Signal interpretation.MCC interprets message delay and sampled
packet delay with target_msg_delay as well as target_max_delay.
The congestion is classified into three levels:

• Non-Congestion. If the message delay is less than tar-
get_msg_delay, and the sampled delays are less than tar-
get_max_delay, it indicates that the network pipe has suffi-
cient capacity to accommodate additional messages, allowing
senders to increase the congestion window and let AR to
switch route.

• Partial Congestion. When the message delay is lower than
target_msg_delay but the maximum sampled delay is larger
than target_max_delay, it means some paths exhibit conges-
tion while others remain underutilized. In this case, MCC
maintains the congestion window, leveraging AR’s inherent
ability to rebalance congestion by directing packets toward
less congested paths, thereby fully utilizing network capacity
without wasting bandwidth on non-congested paths.

• Global Congestion. In the case where the message delay is
larger than target_msg_delay, it indicates severe congestion
where all paths are saturated, and the entire network pipe is
congested.

4 Efficient Message-level Control
Message-level congestion controls are incompatible with the exist-
ing packet-level approach mainly because of the hardware offload
implementation and message-agnostic context on existing NIC
packet processing. Moreover, as NIC speed increases, processing
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Figure 5: MCC operates in message granularity and directly
interacts with collective communication.

messages efficiently becomes critical. We build MCC to leverage the
message processing pipeline in existing collective communication,
which is as efficient as packet-based congestion control in NICs.

Figure 5 shows the key components and workflow of MCC. Com-
pared to existing general-purpose congestion controls, MCC dis-
tinguishes itself by cooperating with collective communications
in AI applications and limiting on-the-fly data through message-
level controlling. With the message delay estimation module, MCC
actively samples the delays of packets when transmitting mes-
sages to reflect individual path congestion, and records averaged
message delay as an indication of global network congestion. The
topology-aware window adjustment module cooperates with col-
lective communication to adjust the congestion window, achieving
fast convergence in congested networks. Moreover, the hardware-
independent implementation enables MCC to be readily deployable
to existing infrastructures, especially commercial NICs without
programmability and heterogeneous network environments.
Interaction with CCLs. As discussed in § 2.3, CCLs divide large
messages into smaller chunks (typically 64 KB) for transmission,
making it natural to treat these chunks as the basic unit for MCC’s
message-level signaling. Additionally, in AI training workloads,
incast is mild and fabric congestion is well-managed, and leverag-
ing message-level signals to regulate in-flight data can be enough
and efficient for congestion control. To achieve this, MCC adopts a
window-based congestion control approach to limit in-flight data,
but takes a different approach by shifting the window control gran-
ularity from per-packet to per-message, and making transmission
decisions at the message level.

Implementing in CCLs is easier and can be more effective com-
pared with other alternatives. Since congestion signals are collected
from messages which are directly posted by applications, packet-
level congestion control struggles to process them effectively. The
presence of multiple concurrent messages within the application
necessitates signal aggregation, which packet-level mechanisms
are not designed to handle. The CCL implementation approach is
as efficient as hardware-offloaded transport because it controls in
message granularity, allowing end hosts to get high throughput
with little CPU usage.

During runtime, CCLs post message chunks to the Send Queue
(SQ) and poll for completion events upon successful transmission.

Parameters Values

initial_target_msg_delay msg_size/bw + target_max_delay / 2 = 92 us
initial_target_max_delay net_base_rtt + queue_delay =64 us

Table 1: Parameter settings in evaluation.

MCC intercepts these events and aggregates feedback frommultiple
paths to evaluate the attainable bandwidth for the entire network
pipe. Based on this aggregated feedback, MCC dynamically adjusts
the sending rate by modifying the inflight window size in mes-
sage granularity. This window-based approach ensures that inflight
data remains proportional to the network pipe’s capacity, avoiding
overreaction while maintaining high throughput.
Fast convergence. Existing CCLs, such as NCCL [1], inherently
detect communication topology and interconnect bandwidth to
optimize communication patterns for collective operations. MCC
leverages this capability by incorporating topology-aware feedback
into its congestion control decisions. Specifically, MCC uses topol-
ogy and bandwidth information to estimate the optimal window
size, accounting for variations in link capacities and congestion
hotspots.

In the beginning, MCC finds the congestion hotspots with the
highest oversubscription ratio and decides the window increase
unit with the ratio. For example, with an 8:1 oversubscription, we
add 1/8 Bandwidth-Delay-Product (BDP) to the window. Thus, a
new message will be issued once the available window size is larger
than the message size.

5 Evaluation
Evaluation setup. To validate the effectiveness of MCC, we con-
duct simulations in NS-3 in TACC platform [24, 25], and simulate
representative micro-benchmarks in AI training workloads. In par-
ticular, we focus on AllReduce which is the most widely used oper-
ation in both TP and DP. The simulation uses the topology shown
in Figure 1, which consists of 8 servers and 4 switches and serves
as the communication fabric for collective messages. We config-
ure 4 AllReduce groups, identical to those described in Section 2.2,
with each transmitting a 250MB message. Since flows in collective
communication are typically highly synchronized, we measure the
CCT to better reflect the end-to-end efficiency of the operation. We
further report the throughput improvement achieved by MCC to
demonstrate its performance gains. In addition, we monitor the
link utilization of 𝑙1 and 𝑙2 over the window where partial conges-
tion occurs to highlight MCC’s ability to mitigate overreaction to
partial congestion. The initial congestion control parameters are
configured as summarized in Table 1.
Baselines. To illustrate the efficiency of our CC algorithms, we
utilize DCQCN, TIMELY as our baseline approaches for comparison
with MCC under AR load balancing. We tune DCQCNmainly based
on the parameters recommended by HPCC [16]. As DCQCN and
TIMELY represent distinct congestion control algorithms that rely
on different per-packet congestion signals, our results highlight the
inefficiencies of per-packet signaling and demonstrate that MCC
outperforms both.
Results.The results are depicted in Figure 6. We can find in Fig-
ure 6a that the link utilization in the non-congested path 𝑙1 remains
nearly 100 percent without significantly downgrading in partial
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Figure 6: Simulation Results for AllReduce.

congestion. Though with different congestion signals, per-packet
RTT as well as ECN both react regressively to congestion in 𝑙2, ig-
noring the capacity of 𝑙1 and underutilizing the corresponding link.
Thus, as can be seen in Figure 6b, by avoiding the unnecessary slow-
down, MCC achieves up to 22 percent higher throughput, and the
CCT of both DCQCN and TIMELY are significantly longer than that
of MCC, and MCC achieves 16 percent ~27 percent lower latency.
With AllReduce being the most common operation in modern AI
distributed training, improving control efficiency in AllReduce is
of great necessity.

6 Related Work
Multi-Path transport with per-packet LB. There have been
multi-path transports leveraging available paths in networks to
achieve efficient transmission. MP-RDMA [18] utilizes the 5-tuple
hash feature in ECMP and indirectly controls packets to tra-
verse multiple paths by modifying UDP source ports at endpoints.
STrack [13] is designed specifically for AI workloads, and carefully
devises an adaptive load balancing scheme to address low-entropy
challenges. Unlike these works, which focus on designing transport-
layer protocols to support multi-path transmissions and depend on
endpoints for path selection, MCC leverages switches to perform
per-packet LB and make path choices. Additionally, MCC focuses
on designing a CC mechanism that is compatible with per-packet
LB, emphasizing congestion management rather than the creation
of new protocols.
CC with application-level participation. Researchers have pro-
posed congestion control methods that leverage application-level
information and avoid complexities associated with hardware mod-
ifications. RoGUE [14], Flor [15] design protocols that take message
chunks as congestion control units to alleviate CPU costs for tradi-
tional workloads. Meta [10] leverages Clear-To-Send (CTS) signals
and the buffer recycling scheme in CCLs for AI workload CC and
necessitates modifications in network switches. DeepSeek v3 [3]
eliminates reliance on CC algorithms altogether by focusing on
NCCL optimizations and other techniques for networks that com-
bine computation, communication, and storage traffic. MCC differs
from them as it is specifically tailored for AI workloads, and fully
integrates CCL information to achieve hardware-independent con-
gestion control.

7 Conclusion
In this paper, we present MCC that offers compatibility with per-
packet LB for collective communication in AI workloads. MCC

exploits the effectiveness of message-level signals under per-packet
LB thus accurately interpreting global congestion states in the high-
bandwidth network pipe. Additionally, MCC fully leverages the
opportunities provided by CCLs and is integrated into CCLs. Such
hardware-independent implementation enables more flexible de-
ployment of MCC, especially for non-programmable commercial
NICs and heterogeneous network environments. Our preliminary
results verify that MCC is effective with per-packet LB in AI train-
ing workloads, providing higher throughput, lower CCT without
overreaction.
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