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ABSTRACT the application throughput and will be excluded from the net

This paper presents MCP, a novel distributed and reactivstr "€SUlts. This severely wastes network bandwidth, affeses-u
port protocol for data center networks (DCNs) to achieveimin Perceived experience, and thus causes providerreversfd s
mal per-packet delay while providing guaranteed transioniss However, today’s datacenter transport protocols such & TC
rates to meet flow deadlines. To design MCP, we first forgiven their Internet origins, are oblivious to such flow dead
mulate a stochastic packet delay minimization problem witt{nes which have already caused problems. For example, afte

constraints on deadline completion and network stabifty.  Investigating a couple of production DCNs, people have wit-
solving this problem, we derive an optimal congestion windo "€SSed a substantial fraction (frai¥ to over25%) of flow
update function which establishes the theoretical foundat 9€2dlines are not met, significantly degrading applicaten
for MCP. To be incrementally deployable with existing switc SPONSe quality and incurring operator revenue loss [11].
hardware, MCP leverages functionality available on commod 10 address this issue, recent new incrementally-depleyabl
ity switch, i.e., ECN, to approximate the optimal window up- 4€signs like DCTCP [1] and D2TCP [10] have been proposed
date function. Our preliminary results show that MCP holddOr DCNs. While DCTCP focuses on achieving high through-

great promise in terms of deadline miss rate and goodput. put for long flows and low latency for short ones, D2TCP fur-
ther considers meeting deadlines as its primary objeciee.

. . . spite generally improving packet latency by enforcing $mal
Categories and Subj ec.t D@crlptors gueue with low ECN marking threshold [5], they lack a the-
C.2.1 [Computer-Communication Networks]: Network Ar-  gretical foundation to achieve minimal delay or to meet flow

chitecture and Design deadlines. Worse, as shown later, these schemes are funda-
mentally constrained because they cannot precisely gstima

General Terms or are, by design, not able to provide the right rates for dead

Design, Performance lines. For example, DCTCP exhibits poor performance when

the required flow rates are higher than their fair-sharingsra
to meet their deadlines. While D2TCP uses deadline informa-

Keywords tion to modulate congestion window after congestion ogcurs
Data Center Networks, TCP, Deadline, Stochastic optimizg:e., far-deadline flows backoff more and near-deadlinesone
tion backoff less, it is ineffective for long flows with deadlines
This is because in the beginning long flows behave similarly
1. INTRODUCTION to DCTCP and always backoff for incoming flows, whereas

Cloud datacenter applications such as web search, retail, 8lN€ increase in rate in the later stage when their deadlipes a
vertising, and recommendation systems, etc., generate a @0ach may already not be enough to catch up (Section 2).

verse mix of short and long flows that carry widely varying  While explicit rate control mechanisms like D3 [11] and
deadlines[1, 6, 10, 11] due to their soft-real time natutews PDQ [6] can potentially solve the above problems by schedul-

that fail to finish within their deadlines will not contritaito ~ Ing flows and assigning rates according to their sizes and-dea
lines in a coordinated manner, they require non-triviattsiwi
hardware modifications and are quite challenging to imple-
o . _ _ ment in practice. Most recently, pFabric [3] achieves near-
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not made or distributed for profit or commercial advantage that copies  rate) by the novel idea of decoupling flow scheduling from
bear this notice and the full citation on th_e first page. Twmmerwise,_tp rate control. However, it is a clean-slate design that “@Wi
republish, to post on servers or to redistribute to listguies prior specific P .
permission and/or a fee. modifications on both network switches and end hosts.
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active transport protocol for DCNs while still can providet be roughly described as the blue sawtooth in Figure 1. In this
right transmission rates to meet flow deadlines and achievease, for a flow that requires more than this limited rate tetme
minimal per-packet delay. When designing MCP, we explicits deadline, e.g., the red line, DCTCP is by no means able to
itly set out our design goals of not modifying switch hardevar provide the necessary rate to cater for the requirement.
and supporting incremental deployment. Thus MCP is along D2TCP [10] builds up on DCTCP and adds deadline aware-
the line of TCP variants adapted for DCNs such as DCTCP angless on top of it. It changes the congestion window update
D2TCP, however, the key difference is that our MCP builds ugunction to incorporate deadline information when conigest
on the theoretical foundation we established for packetydel is detected: far-deadline flows backoff more, and nearddead
minimization and flow deadline completion. flows backoff less. Thus, the windows size of D2TCP can be
The key contributions of our work are as follows. roughly depicted as the purple sawtooth in Figure 1. In far-
e We establish a theoretical foundation for optimal dis-  deadline phase, D2TCP backoffs more than DCTCP, and in
tributed rate control. We formulate a stochastic packet stable phase, D2TCP operates very similarly to DCTCP, and
delay minimization problem with constraints on deadlinehave to give up bandwidth if new flows joins the network. Itis
Comp|eti0n and network Stabmty We then app|y the Lya-eVident that, while the D2TCP’s deadline-aware backo#tstr
punov optimization framework to transform this problem to€gy certainly helps in some cases, it still cannot satisty th
a convex problem, so that an optimal congestion windoweduirement specified by the red line. In near-deadline@has
update function can be derived from the optimal solutiorthe increased rate is not enough to make up for the deficit in
for the transformed convex problem. Our analysis confirméhe previous phases. One key reason is that D2TCP uses dead-
the stability and the optimality of the algorithm. line information in its backoff in near-deadline phase, ethis
already too late for it react to the stringent deadlines.
; : _ The key takeaway from the above analysis is two-fold. First,
trol protocol. Guided by the theory, we design MCP a prac explicitly enforcing small ECN threshold helps to achievw|

tical implementation of the derived optimal algorithm. TheI ) b kets al I hovt .
key goal of MCP is to leverage commodity switch available'2'€MNCY DECAUSE PACKELS always See Small qUEUES, NOVIEVET, |

functionalities to approximate the optimal congestion-win imposes a fundamental constraint on flow rate and is harmful

dow update function. Thus, we propose an approximatioFlor flows that require higher rates to meet their deadlines. T

method to estimate the parameters in the optimal windof"event t_his rate-limiting b_ehavior_, we need a bett_er sahem
update function purely based on the ECN feedback bits {9 minimize the latency while not violating the deadlinescS
' ond, in order to meet deadline, the deadline informatiomkho

that no hardware modification is needed, and MCP can b% tod th hout the lifeti faflowinstead of
incrementally deployed to existing DCNs. e respected throughoutthe lifetime of a flow instead of igere

in the backoff near-deadline stage which might be too late to
2 A MOTIVATING EXAMPLE Lake effect. With f!OV\_/ size and deadline known at the source
efore the transmission, the expected rate can be detetmine
We identify the fundamental limitation of both DCTCP and and should be achieved throughout its lifetime.
D2TCP using an illustrative example in Figure 1, which moti-  This motivates our design of MCP. MCP is a protocol that
vates our design of MCP. fully utilizes ECN feedback to determine a right transnussi
With DCTCP [1], due to its fair-sharing nature, faf flows  rate for each flow. First, the rate should be high enough to sat
sharing a network link with capacitg’ and a switch buffer isfy the flow deadline requirement. Second, the rate shoaild b
with ECN marking threshold’, the rate of each flow is upper- as low as possible to ensure packets from short flows experi-
bounded byw. This is because when the buffer queueence low latency. The behavior of MCP window update mech-
size reachedy, the switch starts to react by marking ECN anism is shown in Figure 1, the deadline information impacts
packets. In the subsequent RTT, the sender will reducetits cothe flow throughout its lifetime. Sources adapt their traissm
gestion window accordingly. Thus, the rate of DCTCP carsion rates according to the required rates of flows to meet-dea
lines and the current network congestion.

e Wedesign MCP, apractical near-optimal transport con-

A Source Window Note that such desirable properties of MCP are achieved not
by a heuristic design, but by the analysis built upon a thteore
MCP D2TCP ical foundation. We formulate a stochastic delay minimiza-

" Expected Rate tion problem with constraints on deadline completion, amed w
--------------------------------------------- derive an optimal congestion window update function from
its solution. The theoretical optimal window update fuanti

i (CHK/RTT)N guides the design of MCP, a practical transport protocdl tha

: ensures the right transmission rates to meet flow deadlines,
while achieving the minimal delay.

EDeadIine
Far-Deadline Phase Stable Phase Near-Deadline Phase E > ! 3 T H EORET' CA |_ FOU N DATl ON
3.1 System Model
Figure1: Motivating example Consider a DCN with. logical links, each with a capacity



of C) bits per second (bps). In the network, the total numberates must satisfy:

of active sessions i§. At time ¢, sessiors transmits exactly .

one flow at a rate of(¢) bps, and the remaining data size is lim Z yi(t)/t < VI 3)
denoted ad\/(t), and the remaining time till deadling(¢). tmoo o N

Like D2TCP [10] and D3 [11], we assume applications pass

deadline information to the transport layer in the request t . .
send data. Define,(t) = M,(t)/5,(t) as the expected rate fic load generated in the network can be handled by the capac-

for sessions. We also do not consider the routing of the flow ity of the network, so that the network can be stabilized with
and assume that the flow from sessiomill be routed through proper rate control scheme. Other_wise, there is noF much a
a fixed set of links.(s). For link, denotey; as the aggregated transport layer rate control mechanism can do to avoid gacke

input rate to link, andy; = > es) Tss where the set of flows Ioss_. Thl§ constraint is Igter relaxed into thg objectivehef
o s minimization problem during the transformation, so thatvéo
that pass through linkis denoted as$/(1).

that use rates that exceeds link capacity is penalized.

Here the basic assumption is that the long-term average traf

3.1.1 Minimal Delay 3.2 Problem Formulation

Packet delay should be minimized, as the deadline comple- ye aim to devise an optimal source rate control mechanism
tion for short and query flows is sensitive to it. As discusseqdqg minimize overall per-packet delay in DCN with throughput
in Section 2, both DCTCP and D2TCP use small ECN markyarantee. A stochastic delay minimization problem is form
ing threshold to obtain low delay, but this method imposés ra |5ted to encapsulate the above deadline (2) and networik-stab
limiting and may hurt the deadline completion of flows. On thejty constraints (3).
other hand, TCP is inherently aggressive, as the shoresight

sources always expand for more bandwidth and may build up x(g‘iyn(t) Po(x(t),y(t))
long queue consequently, increasing the latency. We leeliev ’
this inherent aggressiveness should be counteracted by con subjectto yi(t) = > (1), Vi
sidering the long term average of network metrics. Instdad o seS(l)
limiting the ECN threshold, we decide to use the long term av- Eya(t) — ma(t
erage of per-packet delay as the minimization objectiveuof o tliff}o 2ol 25 ) <0,Vs (4)
formulation. ¢
Denoted,(y;) the delay that a packet experienced on link lim Zyl (t)/t < Cy, VI
[ with load y;. For sessions, the average packet delay is tmoo o2
ZleL(s) di(y;). The delay of linki, d;(y;), is a function of z4(t) > 0, Vs

yi, the aggregated arrival rate at lidk d;(y;) is a positive, ) . ) ,
convex and increasing function. We define the objectivefunc AS mentioned above, the link capacity constraints are re-

tion as the long term average of the summation of per-pack@xed into the objective function to allow for temporary ove
delay of every source. loading of links. In the rest of this section, we apply the Lya

punov optimization framework to transform this problem to a

1 T2 convex problem, and then derive an optimal congestion win-
Po(xy) = lim S AD . diw®)} (1) dow update function (see Section 3.5) based on the optimal
T =0 s ten(s) solution to the transformed convex problem.
3.1.2 Deadline Guarantee 3.3 Transformation Using Lyapunov Optimiza-

In the our formulation, the long term average transmission tion
rate is required to be larger than the expected rate. This con Using the Lyapunov optimization theorem and tinigt-plus-
straint is an approximation to the realistic DCN traffic, wine penalty method [9], the minimization of long term average
the flows cannot be infinitely long. are substituted with an equivalent convex minimizatiorijpro

. lem (5).
s(t) — xs(t
— 00 "
min SV Y dily(®) + Zo(8)/2(0)

By incorporating this constraint, we are essentially gnara x(®)y(®) s IEL(s)
teeing that, for every flow that requires, the transmission
ratex, is on average larger than. * le;( ) @ilt)s (1)} (5)
3.1.3 Network Sability subjectto y;(t) = Z x(t), VI

Denote the instantaneous queue length at liras Q;(t). s€S(0)
The rate stability condition is thereforkm, ., ., QLT“) = 0. where V is a non-negative weight that is chosen as desired to

To stabilize the queues, the long-term average of aggregataffect a performance tradeoff, and is set to be 1 for the ifest o



the paper. In this transformation, the inequality conatsain 3.5 Optimal Congestion Window Update Func-

(4) need to be transformed into virtual queugs(t). These tion

queues take the expecteq raiét) as input and the actualrate  aq proven above, Formula (6) stabilizes and minimizes the

x4(t) as output. We have: per-packet delay of the network. With the optimal dynamics
Zy(t+1) = [Zo(t) +7s(t) — 25 ()], Vs of the system determined, each flow should adjust their trans

mitting rate according to (6), which can be expressed as:

Virtual queuesZ;(¢) stores the difference in the expected trans- d
mission rate and actual transmission rate, and the quegthken  —ux,(t) = (O(vs(t), z5(t)) — Z Qi)+ X(2) (9

are essentially historical deviation from expected rafeh® dt leL(s)
flows.
Zs ()M, Zs(H)ys
With the transformed problem, we developed an adaptiv&/here®(vs(t), z«(t)) = T((?)zz((tt)) = itg)&)(t)-
source rate control algorithm by greedily minimizing the up  Let7,(t) be the RTT of flows at timet. We can then derive
perbound of the Lyapunov drift. the equivalent optimal window updating function:
34 Optimal Solution Welt+ 7(0) & Wa(t) + (O (0, )
7'S
By considering the properties of the optimal solution ared th (20)
KKT conditions [4] of the above problem, we obtain a primal = (@) + M)
algorithm to achieve optimality for (5). leL(s)
d , One way to interpret this result is to consider the 2 terms
S 2s(t) = (filzs(1) — > () (6) that constitute the difference between the two window sizes
1€ L(s) The first (source term) i® (v (), x5 (¢)), which is an increas-
Where fy(zs) = —Z(8)ys(£) /2 (£) — Qu(t)xs(t), Mi(t) = ing function of~,, and a decreasing function fet. A large

for a flow means that this flow have large remaining data
di(yn(t)), andy,(t) = 3 . g 2s(1)- ] J J
We establish the stability and optimality of the rate updat%

formula (6) by proving the following theorem.

nd/or a urgent deadline. This term ensures that the flow will
€ more aggressive as its urgency (characterizeg) lgyows.
The second (network termy,,; ;) (Qu(t) + Ai(t)), summa-
THEOREM 1. let rizes the congestion in the links along the path. If any of the
links are congested, the source rate at each source thaheses
T(x) =Y folzs(t) =Y > di( > x). (7)  link will curtail their transmission rate. With these twartes,
s s leL(s)  seS() our analysis above shows that this updating function wétle

II(x) is strictly concave in x. The unique solution x* that to a stable and minimal delay system.

o i entoren oo ©F (e Uname SEM 10”4 pRACTICAL MCP ALGORITHM
The source term can be easily obtained by each source, but
Proof: f{(zs) = —pi(xs) = —2%@/75(0 < 0, for  the network term is not straightforward. Since the sum of all
z, > 0. Sinced;(y;) is convex and positive, thu&’'(y;) >  prices,)\;, and queue lengthg);, are needed along the path,
0. I"(x) = > (f/(xs) — ZleL(s) di(y1)) < 0, therefore aggregated per-hop information is necessary for this agtim
II(x) is a concave function. Alsaill(x)/dz, = f/(x;) —  dynamics to work. For OpenFlow [8], the sum can be stored
Diens G- filzs) = Z,(t)M,(t)/7s(t)x? — Q4(t) is  inan additional field in the packet header, and the switctsadd
an decreasing function, and approaches infinity as x goes &nd stores its own price and queue length to this field for ev-
0. On the other handj,(y,) is strictly increasingd,(y,) >  ery packet. However, current commodity switches are not ca-
0. It follows that there exist an unique valug such that pable of such operations. To devise a practical implementa-
dll(x)/dzs = 0 for zs > 0. tion, we use the readily accessible functionality in comityod
II(x) is therefore strictly concave with an interior maxi- switches, the ECN mechanism.

mum. The maximak™* is unique, and can be identified by 41 ECN-b | Window Update

dll(x)/dxs = 0.
At the beginning of the transmission, the initial windowesiz

%H(x) = Z SH %xs(t) — [Z folzs(t)) is set toRTT x 74(0). 75(0)_is the average tr.ans_mis.sion rate
s ILs s (8) that flow s attempts to achieve throughout its life time, and
_ Z Z di( Z 22 >0 therefore is a good starting point. In fact, as proven above,

MCP is guaranteed to achieve the optimal congestion window
size for any starting point. The RTT is an estimated valumfro
which demonstrates thal(x(¢)) is strictly increasing with re-  the handshake packets.

spect tot, unlessx = x*. TI(x) is therefore a Lyapunov func- ~ The focus of our approximation is the metric at bottleneck
tion of the dynamic system, and the theorem follows. link of each flow, as the source term is self-maintained irheac

s leL(s) seS(l)



w 5. PRELIMINARY NUMERICAL RESULTS

As preliminary study, we compare MCP against DCTCP
and D2TCP using numerical simulations in Matlab, and our
immediately next step is packet-level simulations and ireal

K plementation.
" Q ! The simulation setting is as follows. We use a 128-node
Figure 2: Queue length approximation three level fattree to simulate a simple DCN environmeng Th

link capacity is 10G for ToR (Top-of-Rack) to aggregation

source. We approximate the second term in (10), which is thf?nk, and 40G for aggregation to core link. We generate three
sum of two single_ terms: the queue length of this bottleneclfypes of traffic, i.e., query (2KB to 20KB), short (L00KB to
link, and also its link price. . 1MB), and long flows (1MB to 100MB). The flow sizes are
we deryota’«“ as the fraction of packets that were marked Ndrawn from an exponential distribution with mean equals to
the last W'nd,OW of packets, gnd we do nqt compute t[he MOVINg\B, and capped at 100MB. The deadlines are calculated based
average as in DCTCP [1] since we are interested in attaining, the flow types and the corresponding share of the band-
an estimation that is closest to the instantaneous queghlen \,.4ih  Each node will abort its flows as soon as the flows

[7is updated for every window of packets. fail to meet deadlines. The load of the network is adjusted by

Figure 2 demonstrates the method to estimate the qUeWRying the arrival rate of the flows at the nodes. To compare
length from£". The fraction marked by ECN is less than the, . DcTcP and BTCP. we set their ECN marking thresh-

red portion, thereforé” < <%, and@ > K+ F xW.We 4 a5 64 packets. The simulation runs for 30 seconds. The
take the lower bound as the estimafg thusQ = K+FxW.  optimal scheme is denoted by “MCP-Opt”, and its congestion
For the price, we adopt the M/M/1 queue delay formula [7].window update function follows (10). The practical approxi

d(y) = 1/(C'—y), wherey is the arrival rate to the link, and  mation (11) is denoted as*“MCP-Approx”.

the link capacity. Therefore the price of the link is projpamel We first examine the deadline miss rate. It is obvious that
to the derivative of the delay functiod(y) = (C'—y)~2,for  MCP outperforms DCTCP and D2TCP for all flows. For query
different weights assigned by sources. The arrival ratebean and short flows, all schemes performs similarly under 10%
directly obtained by two consecutive queue estimationket t maximum load. However, the rates diverge as load increases.

source. The estimatef(t) = w. For query flows, MCP-Opt and MCP-Approx manage to main-
The window update function therefore becomes tain deadline miss rate close to zero, with lower than 2% even
WL (t) at maximum load. For short flows, the deadline miss rates

Wt + 75(t)) = Wi(t) + 7s(£) (O (s (1), —>=) of the two MCP schemes are consistently low and close to
7s(t) © (11)  zero, as compared to around 40% for DCTCP and 20% for
— (K + Fs(t)Ws(t) + A(t))) D2TCP. For long flows, MCP again demonstrates advantages

over D2TCP and DCTCP. Even with the loads increase to max-
Fo()We(t)—Fos(t—75 (1)) Wo (t—74 (1)) y— ) - . -
where\(t) = (€ — LU0 (Ts(t W) _( (.))) 2 imum, less than 4% of long flows miss their deadlines for
Every source needs only two consecutive window sizes angicp, On the other hand, D2TCP and DCTCP cannot provide
fractions of ECN marked packets to compute its window Upznough bandwidth for the long flows with various deadlines
date. We demonstrate that the gap between this approximatig operly, resulting in 50% and 70% deadline missed at 80%
and the optimal scheme is close in the evaluation. In generghaximum load. As shown across Figure 3 (a, b, c), MCP is
MCP changes the window update behavior of traditional TCRp|e to meet almost all deadlines, and to achieve network sta
while preserving its functionalities for reliable transsion. bility under heavy loads, as a result of MCP’s ability to find
and sustain theight rate for every flow. However, DCTCP

4.2 Handling Failures and D2TCP are not able to precisely capture the rate require-
We assume the long-term average load of the network doggents of flows.

not exceed the physical network capacity, i.e., consti@int
However, in practice, link or other failures may occur, redu

ing the capacity and rendering this assumption invalid. The Overall Goodput

virtual queueZ,(t) stores the difference between the actual | [oon

rate and the expected rate, i.e., the rate that is ‘left dudtie ——beter e
transmissions. In case of failurg, () may grow rapidly, and | Sa= Tt Treanold '_,f:.fo':“
forces the source to send at a higher rate, overloading the ne g5 _,g:—"“'

work. To prevent this, we stipulate that the source will abor . :

the transmission of a flow whe# (t) > max;cr, ) Ci, as it ) :

implies that even the largest link capacity along its pathads
longer sufficient for the flow to finish before deadline. Abort b oz s o
ing flows that are impossible to meet their deadlines gives

more opportunities for other flows to meet their deadlines. ~ Figure4: Numerical smulation results: overall goodput
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(a) Deadline Miss for Query Flows (b) Deadline Miss for Short Flows (c) Deadline Miss for Long Flows
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Figure 3: Numerical smulation results: deadline missrate and goodput

In Figure 3 (d, e, f), we compare the goodput of the proto- Recently, pFabric [3], by decoupling flow scheduling and
cols for 3 traffic types. Goodput is defined as the amount ofate control in DCN transport layer, has shown near-optimal
data transmitted successfully within the deadlines. Thekl performance for high priority flows and high utilization ims
dotted line is the amount of traffic sent from the nodes foheaculations. As flow scheduling is performed in the network fab-
load level (denoted as “Traffic Threshold”), and the perfor+ic, pFabric requires clean-slate design in the transpeer,
mance of MCP-Opt and MCP-Approx is close to this trafficand non-trivial hardware modification. As a comparison, MCP
threshold for all traffic types. On the other hand, althoughrequires no hardware modifications, and is readily depleyab
D2TCP and DCTCP can achieve most of the traffic at 10% Similar to pFabric, PDQ [6] minimizes FCT by means of
maximum load, these two protocols fall off at high load lev-preemptive flow scheduling. Besides difficulties in impleme
els for all traffic types. As for the overall performance aso tation, PDQ potentially suffers from large overhead, asciveis
all traffic types (Figure 4), MCP satisfies almost all traffie r need to reach consent to set the rates of the flows. We, how-
quirements for having close-to-zero deadline miss rates. ever, believe that an implicit and reactive scheme is maite su

able for DCN, since the environment is highly dynamic.
6. RELATED WORKS
DCTCP ensures low latency for short flows and high througlz—' CONCLUSION AND FUTURE WORK

put for long flows, yet it shows no concern for meeting dead- We have proposed MCP, a novel transport protocol to min-
lines. The bandwidth is shared equally among flows with yastlimize packet delay while providing guaranteed rates to meet
different deadlines, resulting in higher deadline misg.rdh  flow deadlines. MCP follows the line of TCP variants like
D2TCP, when congestion occurs, far-deadline flows back oo CTCP and D2TCP that requires no switch hardware modifi-
aggressively, while near-deadline flows back off only adlitt cation and support incremental deployment. To design MCP,
or not at all. This approach is problematic in handling flowswe formulate and solve a stochastic delay minimization prob
with rate requirements, for example, long flows with deaglin lem, and adapt the derived optimal algorithm to a practical
MCP, on the other hand, determines the appropriate ratelbas®ICP protocol, which fully utilizes currently available e
on the demand rate of the flow and the network congestioriunctionality, i.e., ECN, to determine théght transmission
and can accommodates more generic traffic types. rate for every flow. Theoretical analysis shows the validity
D3 [11] tackles the missed deadlines in DCN using a cenMCP. Preliminary results show the potential of MCP in terms
tralized and proactive approach, which requires the swi¢h  of deadline meet rate and goodput.
be modified significantly [10]. As a comparison, MCP isadis- We anticipate two directions for future research. Theoret-
tributed approach, which is more suitable in a highly dyramiically, we seek to improve the system model to incorporate
environment such as DCN. more practical setting, as well as analyze performanced®un
In the attempt to achieve ultra-low latency, HULL [2] sacri- of MCP. Practically, we will further polish MCP design ansl it
fices the transmission rate and flow completion time for larg@ractical approximation, evaluate it using packet-leiralga-
flows by reserving bandwidth headroom. Since DCTCP is #ors, and then implement and experiment with MCP in a real
key component of HULL, HULL shares the same problems. DCN testbed environment.
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