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ABSTRACT
We will demonstrate Cquirrel, a continuous query processing en-
gine built on top of Flink. Cquirrel assumes a relational schema
where the foreign-key constraints form a directed acyclic graph, and
supports any selection-projection-join-aggregation query where
all join conditions are between a primary key and a foreign key.
It allows arbitrary updates to any of the relations, and outputs
the deltas in the query answers in real-time. It provides much bet-
ter support for multi-way joins than the native join operator in
Flink. Meanwhile, it offers better performance, scalability, and fault
tolerance than other continuous query processing engines.
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1 INTRODUCTION
Query evaluation on a static database is a well studied problem. In
many emerging applications, queries are evaluated on a database
that is being continuously updated. Examples include online data
analytics, stock price prediction, sensor monitoring, network traf-
fic analytic, etc. During Singles’ Day Global Shopping Festival of
Alibaba [12], huge volumes of sales data are being collected, and it
is very important to monitor various statistics (often in the form of
SPJA queries) in real time, in order to make informed decisions. In
these applications, updates to the database are being made at high
speeds and the query processing system must maintain the query
answer with high throughput and low latency. Another important
application of continuous query processing is materialized view
maintenance [5, 8]. A materialized view is nothing but the results of
a predefined query, which can significantly reduce the cost of query
evaluation, when the view is part of a bigger query. Materialized
views are supported by most modern database systems. There is
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an extensive body of work on query answering using views [3, 11],
while it is obvious that the view has to be up-to-date.

Problem definition. Let 𝑑𝑏 be the contents of the current database
and 𝑄 (𝑑𝑏) denote the results of evaluating query 𝑄 on 𝑑𝑏. For an
update 𝑢 to 𝑑𝑏, where 𝑢 can be either the insertion or deletion of a
tuple, we write 𝑑𝑏 +𝑢 as the new database instance after applying 𝑢.
To facilitate the computation, some data structure on 𝑑𝑏, denoted
D(𝑑𝑏), can be maintained. Depending on the application, there are
two output modes. (1) Delta enumeration: Given D(𝑑𝑏) and 𝑢, the
system should output Δ𝑄 , i.e., all differences between 𝑄 (𝑑𝑏) and
𝑄 (𝑑𝑏 + 𝑢). (2) Full enumeration: Given D(𝑑𝑏), all query results in
𝑄 (𝑑𝑏) can be enumerated with constant delay [4].

Our demonstration system. We present Cquirrel (Continuous
query processing over acyclic relational schemas), a system for
continuous query processing built on top of Flink [6]. Cquirrel
specifically targets at queries with multi-way foreign-key joins
over an acyclic schema. The default output model of Cquirrel is
delta enumeration. The user first registers a query on an initially
empty database. An update sequence (containing insertions and
deletions) are then fed into Cquirrel in the form of a DataStream
of Flink. As updates are being processed, deltas of the query an-
swer are generated as an output DataStream in real time. In our
demo, we feed the output DataStream to a web-based user interface
for rendering; in other applications, the output DataStream can be
consumed by another Flink application, or any other consumer.

A schema is (foreign-key) acyclic if the graph formed by the
primary-foreign key relationships is a directed acyclic graph (DAG).
Acyclic schemas are very common in schema design [1]. For exam-
ple, the TPC-H scheme is such one. In fact, it is considered problem-
atic if the primary-foreign key relationships contain a cycle [13],
which would inevitably result in the foreign-key constraint being
violated when the underlying database is updated. Cquirrel sup-
ports any selection-projection-join-aggregation (SPJA) query over
an acyclic schema, provided that all join conditions are between a
primary key and one of the foreign keys referencing the primary
key. Note that all join conditions in the TPC-H queries satisfy this
requirement. The aggregation may optionally have a group-by and
an order-by. The updates can be made to any relation in an arbitrary
fashion, although the cost for handling the updates will depend on
𝜆, the enclosureness of the update sequence [14]. Although 𝜆 can
be high in the worst case, for most real-world update sequences, 𝜆
is a constant. In particular, if the updates are first-in-first-out (i.e.,
tuples are deleted in the order they are inserted), which includes
the sliding-window model as a special case, then 𝜆 = 1.
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Cquirrel uses the newly developed algorithms from [14] to achieve
the𝑂 (𝜆) update time. In addition, Cquirrel has the following distinc-
tive features compared with other continuous processing systems.

Holistic processing of multi-way joins. Cquirrel considers a multi-
way join as one operator. The system maintains index structures
based on the entire join structure. Given a query, Cquirrel will first
construct the foreign-key graph of the given query, which must
be a DAG. Then Cquirrel handles updates level by level following
the DAG. Compared with the traditional query processing tech-
nique that decomposes a multi-way join into multiple two-way
joins, our approach does not need to materialize the intermediate
join results, which significantly improves both time and memory
consumption. In particular, the native join operator provided by
Flink only supports two-way joins, so the user has to manually
decompose a multi-way join into many two-way joins, and main-
tain the intermediate join results as DataStreams. As a result, Flink
only supports continuous query processing in the sliding-window
model over two-way joins; queries involving multi-joins are only
supported in the tumbling-window model, or a sliding-window
with a large sliding step size, which is not truly “continuous”. In
contrast, Cquirrel processes the updates as they arrive in real time;
for the special case of the sliding-window model, this means that
deltas are generated as the window slides continuously.

Parallelism. In building Cquirrel, we have parallelized the al-
gorithm in [14] to achieve a high throughput. Parallelization is
done both vertically and horizontally. The index structure for each
relation are hash-partitioned by the join key, which can then be han-
dled by different workers in parallel. Tuples in different relations
do not need to be co-partitioned in our design , so Cquirrel does
not need to replicate any tuples nor index structures. The overall
load will remain consistent, regardless of the number of workers.
Furthermore, the index structures for different relations are also
handled by different workers following the structure of the join
DAG with no backward communication. This allows us to carry
out the maintenance processes on different relations in parallelized
pipelines. Thus, Cquirrel can easily scale to very high volumes of
updates. Figure 1 shows the performance of Cquirrel with different
levels of parallelism. Note that, however, due to different processing
speeds at different workers, the output DataStream (the deltas) may
not follow exactly the same order as the input DataStream (the up-
dates). Specifically, if there are two updates 𝑢1, 𝑢2 that have arrived
in this order, it is possible that we see the delta caused by 𝑢2 before
the delta of 𝑢1. However, even when this happens, Cquirrel ensures
eventual consistency, i.e., the sum of all deltas must be correct.

Integration with Flink. When the user registers a query, Cquirrel
compiles the query plan into Flink code, which is then run by the
Flink engine. In some sense, Cquirrel can be considered as “just”
a query compiler. However, this modular design allows us to in-
herit all the benefits of Flink, which includes ultra-low latency,
fault tolerance, and elasticity. In particular, the Flink engine en-
sures exactly-once semantics, so the query processing results are
guaranteed to be correct eventually, although we may observe occa-
sional inconsistencies while the update stream is being processed,
as noted earlier. Finally, it is also easy to integrate Cquirrel into the
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Figure 1: Running time on TPC-H Query 5 with different
Parallelism and Scale Factor

broader Flink ecosystem, e.g., to train a machine learning model
over changing data.

Comparison with other systems. The above features give Cquir-
rel a distinctive position compared with other continuous query
processing systems. Existing systems like DBToaster [2], Dynamic
Yannakakis[10], and Trill [7] are centralized, thus do not scale well
with high volumes of updates. In fact, Cquirrel can offer 2x to 80x
improvements even when running with one worker, due to the op-
timized algorithm and index structure design. None of the existing
systems offers any fault tolerance, either. However, some of them
support a broader class of queries, where the join conditions may
not be between a primary key and a foreign key.

2 CQUIRREL BY EXAMPLE
Our demo system will allow the user to provide SQL queries (for
ease of demonstration, the schema will be fixed to be the TPC-H
schema) through a web-based user interface, which also visualizes
the query results in real time as updates are being processed.

Below, we use the following query (TPC-H query 3) to walk
through the query processing stages in Cquirrel:
SELECT l_orderkey, o_orderdate, o_shippriority,
SUM(l_extendedprice * (1- l_discount)) AS revenue
FROM Lineitem, Customer, Orders
WHERE c_mktsegment = 'AUTOMOBILE'
AND c_custkey = o_custkey AND l_orderkey = o_orderkey
AND o_orderdate < date '1995-03-13'
AND l_shipdate > date '1995-03-13'
GROUP BY l_orderkey, o_orderdate, o_shippriority

The query includes a three-way join between relation Lineitem,
Orders and Customer relation. Figure 2 gives a dummy database
consisting of these three relations. We next demonstrate how to
maintain the index structure to handle continuous updates for the
query 𝑄 .

Query Plan. In Cquirrel, the relations are joined as depicted by
the foreign-key DAG, which is akin to a query plan. Figure 2 shows
the foreign-key DAG of TPC-H query 3 and Figure 3 shows the
query plan of query 3 in Flink. For the foreign-key DAG, a vertex
represents a relation, and there is a directed edge from 𝑅𝑖 to 𝑅 𝑗 if 𝑅𝑖
has a foreign key referencing the primary key of 𝑅 𝑗 . The directed
edge is annotated with the join key. In addition to the joins, the
query plan also includes two additional parts, I/O, and aggregation.
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Figure 2: Maintaining TPC-H Query 3 in Cquirrel. Left: Dummy database instance; Middle: Foreign-key Graph; Right: Index
for each relation and aggregation. Tuple in red color: alive tuples. Tuple in white color: non-live tuples. Tuple in green color:
the insert tuple. Tuple in pink color: the update tuples. All unrelated attributes are omitted from the figure.
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Live Tuples. For each relation, Cquirrel divides all inserted tuples
into two parts, alive and non-live. For any relation 𝑅, a tuple is alive
if it can join with one tuple in every relation in D(𝑅), where D(𝑅)
represents all 𝑅’s descendant relations. All tuples in the leaf relation,
i.e., has no descendant relation, are alive (subject to the applicable
selection condition). In Figure 2, all alive tuples are marked in red
and non-live tuples in white.

Another important observation is that if a tuple 𝑡 is alive on
𝑅, then there exists an alive tuple in each child relation of 𝑅 that
can join with 𝑡 . For each 𝑅𝑐 ∈ C(𝑅), if such tuple exists, we said
that 𝑡 is alive on 𝑅𝑐 . By using this property, Cquirrel is able to
maintain all live state in a bottom-up fashion. For example, if a
tuple (3,AUTOMOBILE) is inserted into relation Customer, then
the tuple (3, 3, 1995-01-14, 1) and (6, 3, 1995-01-10, 5) become alive.
The changing of state also triggers a bottom-up update, which
makes tuple (3, 22824.48, 0.1, 1995-03-30) becomes alive. In figure 2,
the tuple in green is the newly inserted tuple, and all tuples that
changes state during the bottom-up updates are marked in pink.

However, being alive on all 𝑅𝑐 ∈ C(𝑅) is only a necessary condi-
tion for a tuple being alive. The condition is only sufficient if the
foreign-key graph is a directed tree. Otherwise, the mismatching
problem might arise. To solve the problem, Cquirrel introduces the
concept of assertion keys as well as auxiliary attributes. By append-
ing assertion keys and auxiliary attributes to the index, Cquirrel
can detect the mismatching and mark those tuples as non-alive.
Due to space constraints, we omit the details of assertion keys. The
details can be found in the paper [14].

Data Structure. In Cquirrel, the system needs to maintain an
index structure (see Figure 2 right) to keep track of all live tuples.
The index should be able to: (1) enumerate all tuples in relation 𝑅

in constant time per tuple; (2) given any key value 𝑣 , enumerate all
tuples whose value on key 𝑥𝑘 is 𝑣 with a constant delay, or report
that there is none; (3) insert or delete a tuple in constant time; and
(4) use𝑂 ( |𝑅 |) memory. A standard implementation of such an index
is a hash table on all the distinct key values of 𝑥𝑘 . Each slot of the
hash table stores a pointer to the list of all tuples whose value on
𝑥𝑘 is the given value. Using universal hash functions, all the above
operations can be done in expected 𝑂 (1) time [9].

In the actual implementation, Cquirrel takes advantage of the
Flink keyed streams. In Flink, a keyed stream will be partitioned by
a given key. In the implementation, Cquirrel partitions a relation 𝑅

by its foreign key. If a tuple 𝑡 ∈ 𝑅 is alive with respect to one of its
foreign key 𝑘𝑓 , then all tuples 𝑡 ′ ∈ 𝑅 that has same foreign key 𝑘𝑓
as 𝑡 are alive with respect to 𝑘𝑓 . Thus, for each relation, we only
need to maintain a hash set 𝐼 for each foreign key 𝑘𝑓 to store all
tuples with respect to 𝑘𝑓 , which satisfies all the requirements.

In addition, the system also maintains a counter 𝐼𝑐 for each
foreign key 𝑘𝑓 . If the counter equals the number of child relations
of 𝑅, then the foreign key 𝑘𝑓 is alive.

Aggregation. In Cquirrel, the system plugs the multi-way joins
into the delta propagation framework to handle more complex
queries. For example on TPC-H query 3, Cquirrel will store a state of
the aggregation value ‘revenue‘ on the current instance. As shown
in [14], we can enumerate the deltas of the multi-way joins with
a constant delay. When the tuple (3,AUTOMOBILE) is inserted,
Cquirrel first updates all index for all relations, and produces a delta
(3, 22824.48, 0.1, 1995-01-14, 1). The aggregation state will receive
all deltas and calculate the new aggregation value, which is 20542.03
for group (3, 1995-01-14, 1).
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Figure 4: Result Visualization Component

General SQL Queries. Cquirrel can support selection, projection,
and ring aggregations (for example, SUM aggregation and COUNT
aggregation) in constant delay based on the delta propagation frame-
work. By adjusting the index structure, Cquirrel can also evaluate
operators like union (∪) and difference (−) between two acyclic
multi-way join queries 𝑄 and 𝑄 ′, and semiring aggregations like
MIN/MAX. More details can be found in the paper [14].

3 USER INTERFACE
The user interface contains three main components: Query input,
Code generation, and Result display. Users can specify parameters
in the setting tab before starting the demonstration, for example,
the server address, the update sequences, or the input source.

The demonstration has four steps. First, the user will submit a
SQL query or a JSON file on the Query input component. If the
user submit a SQL query, the query will be sent to the SQL parser
and generate the corresponding JSON file. The JSON file contains
the information about the query plan. Experience users can also
write the JSON file and submit the file directly to the Web UI. By
manually writing the JSON file, users can submit a better query
plan than the parser provided.

For the second step, the JSON file will be sent to the code gener-
ator, which is running in the background of the server. The Web UI
will capture the generation log and the query plan from the code
generator, and display them on the web page. The code generator
will analyze the JSON and generate a corresponding Flink program.
After this, the code generator will compile the generated code and
generate a Jar package. TheWeb UI will then receive the Jar package
and submit it as a job to the Flink server as the third step.

While the Flink job is running, theWeb UI will receive the output
records and display the result in the Result display component (see
Figure 4) as the final step. In this demonstration, we integrate two
different views to visualize the update stream. The first one is the
table view (see Figure 4a), which contains all tuples from the output
streams generated by Cquirrel; the second one is a dynamic figure
(see Figure 4b). The dynamic figure will show the change of the
aggregate value. It can support the TOP operator for group-by
aggregation, i.e., the dynamic figure will only show the groups that
have the largest (or smallest) aggregation values. For queries with

multiple aggregations, the user can specify an aggregation that s/he
wants to be monitored.
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